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1	
   Executive	
  Summary	
  
 
Disordering mechanisms in graphite have a long history with conflicting viewpoints. Using 
Raman and x-ray photon spectroscopy, electron microscopy, x-ray diffraction experiments and 
atomistic modeling and simulations, the current project has developed a fundamental 
understanding of early-to-late stage radiation damage mechanisms in nuclear reactor grade 
graphite (NBG-18 and PCEA). We show that the topological defects in graphite play an 
important role under neutron and ion irradiation.  
 
A central focus of the current investigation has been on the nature of the bond and defect 
structures in nuclear graphite grades under irradiation. We observe that the magnitude of the 
defect D peak in the Raman spectra increases with irradiation, which indicates an increase in the 
number of topological defect structures that maintain the sp2 bond connectivity. Our experiments 
also show that the D peak does not shrink significantly in graphite, even when irradiated to 
several tens of dpa, indicating the persistent presence of a layered structure with topological 
defects. Thus, a direct condensation of the topological defects – which are initially formed during 
radiation – into three dimensional vacancy pores or amorphous pockets can be deemed highly 
improbable for neutron doses that are expected in the high temperature reactors. The non-
vanishing D peak in the Raman spectra, together with a generous number of basal and prismatic 
dislocations, even at low irradiation doses, indicates that the route to amorphization is likely 
mediated through dislocations and not through direct collapse of vacancies into pores or 
amorphous regions. Evidence from atomistic (MD) simulations further attests to the formation of 
topological defects.  
 
Several irradiation tests have been performed in this project; low neutron fluence tests and ion 
irradiation experiments have been performed by the NCSU team while creep tests at high fluence 
have been performed by the ORNL team at the High Flux Isotope Reactor (HFIR). Insights and 
data from the current experiments and simulations, as well as from historical data, have been 
employed to develop an thermally activated creep model for reactor graphite grades. Irradiation 
creep data, which have been analyzed in the rate theory formalism, indicates a stress exponent 
(n) and activation energy (Q) that are of the order of 1-3 and 26-45 kJ/mol (0.27-0.46 eV), 
respectively. The low values of n and Q indicate a diffusion dominated mechanism, likely 
through the large pores that are developed during irradiation.  
 
The project has entailed the following sub-tasks: 
 
Task 1: Development of a high temperature materials testing capsule for low fluence (≤ 0.01 dpa)  
   irradiation tests in PULSTAR reactor at North Carolina State University (NCSU) 
Task 2:  Low fluence neutron and high fluence ion irradiation tests (NCSU) 
Task 3:  Raman spectroscopy (NCSU) 
Task 4:  XPS spectroscopy (NCSU) 
Task 5:  X-ray diffraction (NCSU) 
Task 6:  Electron microscopy (NCSU) 
Task 7:  Atomistic simulations (NCSU) 
Task 8:   High fluence neutron irradiation (<10 dpa) and creep/materials testing at Oak Ridge National 

Laboratory (ORNL) 
Task 9: Engineering creep model development (NCSU/ORNL) 
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2	
   Project	
  Management	
  

2.1	
   Project	
  Team	
  

Principal Investigators 
Name Contact Information Title Location/Address 
 
 
Jacob Eapen 

 

919-515-5952 
jacob.eapen@ncsu.edu  

 
 
Assistant Professor,  
co–PI 

North Carolina State University, 
Department of Nuclear 
Engineering, 1114 Burlington 
Laboratories, 2500 Stinson 
Drive, Raleigh, NC 27695 

 
 
K. L. Murty 

 

919-515-3657 
murty@ncsu.edu  

 
 
Professor,  
Co-PI 

North Carolina State University, 
Department of Nuclear 
Engineering, 3143 Burlington 
Laboratories, 2500 Stinson 
Drive, Raleigh, NC 27695 

 
 
T. D. 
Burchell 

 

865-576-8595 
burchelltd@ornl.gov 

 
 
Technical Lead, 
Co-PI  

Nuclear Materials Science & 
Technology Group, Materials 
Science & Technology Division, 
Oak Ridge National Laboratory, 
P.O. Box 2008, Oak Ridge, 
TN 37831 

    

Postdoctoral Scholars and Graduate Students 
Name Contact Information Title Location 
 
Ram Krishna 

 
rkrishn8@ncsu.edu 

 
Postdoctoral Scholar  

Department of Nuclear 
Engineering, NCSU 

 
Tarun K. 
Bhardwaj 

 
tkbhardw@ncsu.edu 

 
Postdoctoral Scholar 

Department of Nuclear 
Engineering, NCSU 

 
Anant Raj 

 
araj2@ncsu.edu 

 
Graduate Student 
(PhD) 

Department of Nuclear 
Engineering, NCSU 

 
David 
Woodley 

 
dawoodle@ncsu.edu 

 
Graduate Student 
(MNE) 

Department of Nuclear 
Engineering, NCSU 

 
Apu Sarkar 

 
asarkar5@ncsu.edu 

 
Postdoctoral Scholar 

Department of Nuclear 
Engineering, NCSU 

 
Kalyan 
Chitrada 

 
kcchitra@ncsu.edu 

 
Graduate Student (MS) 

Department of Materials Science 
and Engineering, NCSU 

 
 

  

 
 

PULSTAR Reactor Personal 
Name Contact Information Title Location 
Andrew 
Cook 

919-515-4602 
arcook2@ncsu.edu 

Manager, 
Engineering and 
Operations 

PULSTAR Reactor, Department 
of Nuclear Engineering, NCSU 
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2.2	
   Member	
  Responsibilities	
  

Principal Investigators 
Name Primary 

Responsibilities 
 
Jacob Eapen (PI) 

 
Task 1, Task 2, Task 3, Task 4, Task 7 and Task 9 
Coordinator of the project 

 
K. L. Murty (co-PI) 

 
Task 1, Task 2, Task 5, Task 6 and Task 9 

 
T. D. Burchell (co-PI) 

 
Task 8 and Task 9 

 
Postdoctoral Scholars and Graduate Students 
Name Tasks Primary Responsibilities  
 
 
Ram Krishna• 

 
 
Task 2, Task  3, Task 4, 
Task 5 and Task 6 

The responsibilities included conducting neutron 
irradiation tests in PULSTAR reactor at NCSU, 
coordinating ion irradiation tests at University of 
Wisconsin (through ATR-NSUF), performing 
spectroscopic (Raman and XPS), x-ray diffraction 
and electron microscopy analyses of irradiated 
graphite samples.  

 
Tarun K. Bhardwaj• 

 
Task 1 

The primary responsibility has been to design, 
fabricate and test a high temperature materials 
testing capsule for irradiating graphite samples in 
PULSTAR reactor at NCSU. 

 
Anant Raj† 

 
Task 7 

The primary responsibility has been to conduct 
atomistic simulations and analyses of graphite 
under irradiated conditions. 

 
David Woodley† 

 
Task 1 

The primary responsibility has been to assist the 
PULSTAR engineers with the testing of the high 
temperature materials testing capsule.  

 
Apu Sarkar• 

 
Task 9 

The primary responsibility has been to develop 
mechanistic creep models based on current and 
historical data on irradiation creep of graphite. 

 
Kalyan Chitrada† 

 
Task 2, Task 3 and 
Task 5  

The primary responsibilities included conducting 
irradiation tests, as well as x-ray diffraction and 
Raman spectroscopy tests. 

• Postdoctoral Scholar  † Graduate Student 
 
Notes: Apu Sarkar and David Woodley was not paid from the current NEUP award. S. K. Sahoo worked briefly in 
2009 on Task 1, which was later completed by T. K. Bhardwaj and David Woodley.  
 
The project members at NCSU met regularly every week during the course of the project. Co-PI 
T. D. Burchell visited NCSU twice for coordinating the project with high dpa testing and 
characterization activities at ORNL, and developing a materials testing capsule at NCSU. The 
team members also presented the progress of the research at several national conferences. Six 
peer-reviewed publications also resulted from the current work. 
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2.3	
   Revised	
  Proposal	
  Scope	
  

In the original proposal, the final deliverables included (1) experimental creep data (thermal and 
irradiated) on reactor grade graphite, (2) Inelastic neutron scattering data on structure and 
dynamics, (3) High resolution TEM data on microstructure, (4) positron annihilation 
spectroscopic data on voids, (5) pertinent mechanical and thermal properties (that are needed for 
model construction), (6) molecular simulation results, and comparisons to experimental data, and 
(7) mechanistic models that can underpin the fundamental behavior of irradiation and thermal 
creep in graphite. 
 
During the course of the project, the following changes were incorporated – these were duly 
noted in the quarterly reports. 
 

1) Develop a high temperature materials testing capsule in PULSTAR reactor at NCSU for 
low fluence neutron irradiation tests (≤ 0.01 dpa) on graphite samples. Part of the work 
was supported by CASL – Consortium for Advanced Simulations of Light water reactors. 
The low fluence tests were designed to evaluate the early damage mechanisms in 
graphite. 

2) Conduct high fluence (1 to 25 dpa, 300 K to 900 K) ion irradiation tests on NBG-18 
grade at University of Wisconsin with support from ATR-NSUF. The ion irradiation tests 
were conducted to enable characterization of high dpa samples with low activation. 

3) Conduct Raman and x-ray photoelectron spectroscopy (XPS) for analyzing the 
bond/defect structures under irradiation in place of neutron and positron spectroscopy. 
Both Raman and XPS outline the bond/defect structures that are unavailable with neutron 
or position spectroscopy. 

 
2.4	
   Resources 
 
Experimental  

• Horiba-Jobin Yvon LabRAM HR VIS high resolution confocal Raman microscope using 
a 633 nm He-Ne laser as the excitation source.  

• XPS (SPECS, PHOIBOS 150) with Al/Mg dual anode source of 10-14 keV x-ray energy. 
• FEI Quanta 3D FEG-SEM microscope (FIB). 
• Hitachi HF2000 Transmission Electron Microscope. 
• Rigaku SmartLab X-ray diffractometer. 
• PULSTAR reactor for low fluence (≤ 0.01 dpa) neutron irradiation tests. 
• University of Wisconsin (UW) Tandem ion irradiation facility.  
• High Flux Isotope Reactor (HFIR). 

 
Software 

• rBox – an in-house MD program developed by the Eapen Group (Radiant) at NCSU. 
• LAMMPS – a molecular dynamics or atomistic (MD) software program developed at the 

Sandia National Laboratory for radiation cascade simulations.  
• LabSpec for spectral analysis. 
• Labview for automatic control of irradiation materials testing capsule. 
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High Performance Computers 
• NC State High Performance Computing Center at NCSU. 
• Local computer clusters of Eapen Group (Radiant) at NCSU. 

 
2.5	
   Budget 
 
The following table shows the details on budget spending. The project started on Oct. 1, 2009 
and ended on September 30, 2014; a no-cost extension was received in the fourth year. The 
numbers below are reproduced from the NEUP quarterly report website. 
 
2009	
  –	
  2010	
  	
  

Quarter	
   Actual	
  
Spending	
  

Cumulative	
  
YTD	
  

Remaining	
  
Funds	
  

Percent	
  
Spent	
  

Q1	
   $5,399.00  $5,399.00  $798,224.00  0.67% 
Q2	
   $29,402.54  $34,801.54  $768,821.46  4.33% 
Q3	
   $116,077.05  $150,878.59  $652,744.41  18.77% 
Q4	
   $109,252.00  $260,130.59  $543,492.41  32.37% 

	
  
2010	
  –	
  2011	
  

Quarter	
   Actual	
  
Spending	
  

Cumulative	
  
YTD	
  

Remaining	
  
Funds	
  

Percent	
  
Spent	
  

Q1	
   $39,468.00  $299,598.59  $504,024.41  37.28% 
Q2	
   $31,948.00  $331,546.59  $472,076.41  41.26% 
Q3	
   $58,450.00  $389,996.59  $413,626.41  48.53% 
Q4	
   $45,903.93  $435,900.52  $367,722.48  54.24% 

	
  
2011	
  –	
  2012	
  

Quarter	
   Actual	
  
Spending	
  

Cumulative	
  
YTD	
  

Remaining	
  
Funds	
  

Percent	
  
Spent	
  

Q1	
   $44,920.24  $480,820.76  $322,802.24  59.83% 
Q2	
   $34,909.46  $515,730.22  $287,892.78  64.18% 
Q3	
   $84,683.16  $600,413.38  $203,209.62  74.71% 
Q4	
   $44,748.50  $645,161.88  $158,461.12  80.28% 

	
  
2012	
  –	
  2013	
  

Quarter	
   Actual	
  
Spending	
  

Cumulative	
  
YTD	
  

Remaining	
  
Funds	
  

Percent	
  
Spent	
  

Q1	
   $41,405.60  $686,567.48  $117,055.52  85.43% 
Q2	
   $34,826.00  $721,393.48  $82,229.52  89.77% 
Q3	
   $41,534.90  $762,928.38  $40,694.62  94.94% 
Q4	
   $40,126.60 $803054.95 $25.48 100.00% 

 
Notes: 

• Budget numbers include spending from the laboratory partner – ORNL. 
• The fourth year corresponds to the no-cost extension period. 
• Q3 typically has higher spending that comes from the summer salaries of PIs. 
• Except for the first year, spending per quarter is relatively even.  
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2.6	
   Project	
  Tasks	
  and	
  Closure 
 
All the tasks have been completed as noted in the table below. 
	
  
Task  Description Institution  % Complete 
 
Task 1 

Development of a high temperature materials 
testing capsule for low fluence (≤ 0.01 dpa)  
irradiation tests in PULSTAR reactor 

 
 
NCSU 

 
 
100• 

Task 2 Low fluence neutron and high fluence ion 
irradiation tests 

NCSU 100 

Task 3 Raman spectroscopy NCSU 100 
Task 4 XPS spectroscopy NCSU 100 
Task 5 X-ray diffraction NCSU 100 
Task 6 Electron microscopy NCSU 100 
Task 7 Atomistic simulations simulations NCSU 100 
Task 8 High fluence neutron irradiation (<10 dpa) and 

creep/materials testing 
ORNL 100 

Task 9 Engineering creep model development NCSU & ORNL 100 
• The tests in the reactor bay area have been completed successfully. The capsule has been handed over to the 
engineers at the PULSTAR reactor for permanent installation.  
	
  
2.7	
   Progress	
  Overview 
 
Task 1:   Development of a High Temperature Materials Testing Capsule for Low 

Fluence (≤ 0.01 dpa) Irradiation Tests in PULSTAR Reactor at NCSU 
 
Researchers: T. K. Bhardwaj, Andrew Cook, David Woodley and S. K. Sahoo. 
 
Description:  The task entailed the development of a high temperature materials testing capsule 

for low fluence (dpa) irradiation tests in PULSTAR reactor at NCSU.  
 
Status:  The design and the tests in the reactor bay area have been completed successfully. 

The capsule has been handed over to the engineers at the PULSTAR reactor for 
permanent installation.  

 
Issues/ 
Resolution The initial design incorporated a graphite heating unit for reducing neutron 

activation. The acquisition of the unit from Germany was delayed by several 
months. During the assembly, incompatibility was noted with the electrical 
connectors. The heating unit was then redesigned and changed to a conventional 
nichrome element. The installation also faced additional delay for obtaining 
necessary safety clearances from the university. The delay however, did not affect 
the low temperature, low fluence (dpa) tests, which were completed as planned. 

 
Percent 
Completed: 100% 



Page	
  9/145	
  
 

Task 2:   Low Fluence Neutron and High Fluence Ion Irradiation Tests (NCSU) 
 
Researchers: Ram Krishna and Kalyan Chitrada 
 
Description:  Low fluence neutron irradiation tests (at ~325 K) were conducted in the 

PULSTAR reactor to a maximum of 0.01 dpa. High fluence ion irradiation tests 
were conducted at the University of Wisconsin with additional support from 
ATR-NSUF. The ion tests with C+ ions were conducted on NBG-18 and HOPG 
samples at 300 K, 600 K and 900 K with dpas ranging from 1 to 25. 

 
Status:  All the tests were completed as planned. 
 
Issues/ 
Resolution None. 
 
Percent 
Completed: 100% 
 
Task 3:   Raman Spectroscopy (NCSU) 
  
Researchers: Ram Krishna and Kalyan Chitrada  
 
Description:  Raman spectroscopic tests were conducted on NBG-18, PCEA and HOPG 

samples before and after irradiation (neutron and ion). Horiba-Jobin Yvon 
LabRAM HR VIS high resolution confocal Raman microscope using a 633 nm 
He-Ne laser as the excitation source was employed in the tests. The magnitude of 
the defect D peak in the Raman spectra increases with irradiation, which indicates 
an increase in the number of topological defect structures that maintain the sp2 
bond connectivity. The experiments also show that the D peak does not shrink 
significantly in nuclear grade graphite, even when irradiated to several tens of 
dpa, indicating the persistent presence of a layered structure with topological 
defects. Thus, a direct condensation of the topological defects (which are initially 
formed during irradiation) into three dimensional vacancy pores can be deemed 
highly improbable for neutron doses that are expected in the high temperature 
reactors. The non-vanishing D peak in the Raman spectra, together with a number 
of basal and prismatic dislocations, even at low irradiation doses, indicates a 
dislocation-mediated amorphization process in graphite. 

 
Status:  All the Raman spectroscopic tests and analyses were completed as planned. 
 
Issues/ 
Resolution None. 
 
Percent 
Completed: 100% 
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Task 4:   XPS Spectroscopy (NCSU) 
 
Researcher: Ram Krishna 
 
Description:  X-ray photon spectroscopic tests were conducted on NBG-18 samples before and 

after irradiation (neutron and ion). The experiments were performed with XPS 
(SPECS, PHOIBOS 150) with Al/Mg dual anode source of 10-14 keV x-ray 
energy. In XPS, the electronic states of the sample surface atoms are excited by 
photons and the resulting energy spectra of the electrons are analyzed for 
resonance peaks that are characteristic of the chemical bonds. Through XPS, the 
presence of sp2 bonds relative to sp3 were identified at the surface.  

 
Status:  All the X-ray photon spectroscopic tests were completed as planned. 
 
Issues/ 
Resolution None. 
 
Percent 
Completed: 100% 
 
Task 5:   X-ray Diffraction (NCSU)  
 
Researchers: Ram Krishna and Kalyan Chitrada  
 
Description:  X-ray diffraction experiments were performed on irradiated and virgin samples 

(NBG-18 and PCEA) using Rigaku SmartLab X-ray diffractometer that employs 
x-ray radiation from a copper anode (Kα, λ=1.54178Å, 40kV, 44mA). It is 
observed that the a-spacing does not change significantly in irradiated samples 
while the c-spacing changes substantially due to the build-up of microscopic 
defects (interstitials, vacancies, topological and extended). 

 
Status:  All the x-ray diffraction experiments and analyses were completed as planned. 
 
Issues/ 
Resolution None. 
 
Percent 
Completed: 100% 
 
Task 6:   Electron Microscopy (NCSU) 
  
Researcher: Ram Krishna  
 
Description:  A detailed high resolution (HR) TEM analysis was carried out on neutron and ion 

irradiated graphite samples (NBG-18) to analyze the defect morphologies and 
characteristics. While the basal planes were clearly visible in the virgin sample, 
distortions without loss of long-ranged order could be also observed. Noticeably, 
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the irradiated samples showed heavy distortions and interconnected disordered 
regions that had a characteristic size of ~5 nm; such ripples and distortions also 
could possibly arise from topological defects such as Stone-Wales defects. 

 
In our HRTEM analysis, we have found several interstitial and vacancy loops; 
prismatic dislocations, which are typically reported in irradiation investigations, 
were also observed. Given the likelihood of sp2 vacancy-like topological defects 
on the basal plane during irradiation (as evidenced by the D peak in Raman 
spectra), the formation of prismatic dislocations is possible through a vacancy 
collapse mechanism. We also observe a number of basal dislocations dissociating 
into Shockley partials – these partials enclose a stacking fault with a 
rhombohedral (abc) stacking sequence that is created by a glide process along the 
basal plane.  

 
Status:  All the electron microscopy experiments and analyses were completed as planned. 
 
Issues/ 
Resolution None. 
 
Percent 
Completed: 100% 
 
Task 7:   Atomistic Simulations (NCSU) 
  
Researcher: Anant Raj 
 
Description:  Radiation cascade atomistic simulations using AIREBO interatomic potential 

were performed to assess the microscopic damage mechanisms in graphite. A 
primary knock-on atom (PKA) impact perpendicular to the basal plane is shown 
to generate less damage near its impact site compared to a PKA colliding in the 
direction of the basal plane. Our analysis shows four distinct regions for the 
energy distribution after irradiation. The peaks in bond angle distribution indicate 
the presence of (non-six membered) topological defects. We have benchmarked 
our simulations by computing thermal conductivity along the different axes; a 
principal component analysis on the heat current shows that the thermal 
conductivity tensor can be reconstructed using a few dominant Eigen modes. 

 
Status:  All the simulations and analyses were completed as planned. 
 
Issues/ 
Resolution The original Tersoff potential was observed to produce non-physical defect 

systems under irradiation though it satisfactory predicted equilibrium thermal and 
diffusional properties. The original Tersoff potential was therefore, replaced by 
the AIREBO potential, which predicted realistic defect systems. 

 
Percent 
Completed: 100% 
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Task 8:   High Fluence Neutron Irradiation and Creep/Materials Testing at ORNL 
 
Researcher: T. D. Burchell 
 
Description:  Creep tests were performed in the High Flux Isotope Reactor (HFIR) at ORNL 

with each creep capsule containing a single graphite specimen 20 mm in length 
and 6 mm in diameter. Typically, one capsule/specimen was loaded to the desired 
stress level through pneumatic bellows while the companion capsule – identical in 
all respects except the specimen stress state – contained the unstressed control 
specimen. The creep capsules additionally contained SiC temperature monitors 
for precisely monitoring the irradiation temperatures; the tests were conducted at 
temperatures ranging from 550 ºC to 900 ºC at dpas ranging from 0–10. The 
microstructures of the specimens, before and after irradiation, were analyzed 
using x-ray tomography and scanning electron microscope (SEM). Thermo-
mechanical properties such as density, Young’s modulus and coefficient of 
thermal expansion (CTE) also were recorded. In addition to confirming the 
historical creep data for H-451, the tests revealed no evidence for a neutron flux 
effect on the total creep strain. 

 
Status:  All the creep tests and microstructural/property analyses were completed as 

planned. 
 
Issues/ 
Resolution None. 
 
Percent 
Completed: 100% 
 
Task 9: Engineering Creep Model Development (NCSU/ORNL) 
 
Researcher: Apu Sarkar 
 
Description:  Irradiation creep data of three different grades of nuclear graphite have been 

analyzed in thermally activated creep framework. Stress exponent (n) and 
activation energy (Q) are shown to be of the order of 1-3 and 26-45 kJ/mol (0.27-
0.46 eV), respectively. These values of n and Q are similar to those obtained for 
irradiation creep of metals such as steel and vanadium alloys. In metals, low 
values of n and Q indicate a stress induced preferred absorption (SIPA) process or 
a climb controlled glide (CCG) mechanism; both the models predict weak stress 
and temperature dependence of irradiation creep rate as observed in the case of 
steel and vanadium alloys. In nuclear graphite, the presence of large pores, semi-
amorphous regions, topological defects and prismatic/basal plane dislocations 
preclude a straightforward interpretation. It is very likely that the softening or 
semi-disordering of graphite through the generation of additional planes, 
topological defects, pores and amorphization lead to a viscous-like diffusional 
creep mechanism. The proposed thermally activated creep model also helps to 
rationalize the historic and current creep data within the kinetic rate theory.  
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Status:  All the simulations and analyses were completed as planned. 
 
Issues/ 
Resolution None. 
 
Percent 
Completed: 100% 
	
  
2.8	
   Publications	
  and	
  Presentations	
  
 
Peer-reviewed Journals/Transactions: 
 
[1] Jacob Eapen, Ram Krishna, Timothy D. Burchell and K. Linga Murty, Early damage 

mechanisms in nuclear grade graphite under neutron irradiation, Materials Research 
Letters 2, 43 (2014). 

[2] Ram Krishna, Jacob Eapen, Timothy D. Burchell and K. Linga Murty, Local 
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3.1	
  Damage	
  Mechanisms	
  and	
  Topological	
  Defects	
  in	
  Graphite	
  from	
  Irradiation:	
  
Analyses	
   of	
   Raman	
   and	
   X-­‐ray	
   Photon	
   Spectroscopy,	
   X-­‐ray	
   Diffraction	
   and	
  
Electron	
  Microscopy	
  

3.1.1 Introduction  
 
Currently pursued as a neutron moderator for the next generation, high temperature reactors, 
graphite has a rich history in nuclear energy dating back to 1942, when the first prototype reactor 
was developed by Enrico Fermi. Graphite has a lamellar structure, where the basal planes –
constituted by strong, sp2-hybridized carbon atoms arranged in a hexagonal lattice – are held 
together through weak dispersion forces. The weak interlayer interaction allows the graphitic 
layers to slip over each other promoting the formation of complex interlayer defects [1, 2]; recent 
investigations on graphene layers also show evidence for several classes of topological (planar) 
defects [3, 4]. When irradiated, graphite exhibits asymmetric dimensional change that is 
generally attributed to the non-isotropic bonding characteristics [1].  
 
The mechanisms of defect formation in graphite during the early stages of irradiation are still not 
completely resolved. In the traditional view, a large number of interstitial and vacancy point 
defects are postulated to be generated under irradiation. Over time, point defects agglomerate 
and collapse into dislocation loops [1]; it is generally regarded that a number of prismatic 
dislocations are formed during irradiation. With continued irradiation, additional planes are 
formed between the graphitic layers, which contribute to an expansion perpendicular to the basal 
plane (along the c–axis), and a contraction along the transverse directions [1]. In the nuclear 
graphite grades, the expansion along the c–axis is initially masked by the collapse of micro 
Mrozowski cracks that run perpendicular to the basal plane, followed by a rapid volume 
expansion [5] at higher irradiation doses. 
 
Not all experimental observations fall in line with the above description. In a room temperature 
experiment with electron irradiation, large elongation along the c-axis (300%) has been observed 
on highly ordered pyrolytic graphite (HOPG) samples without concomitant observations on 
interstitial loops [6]. Solid-state disordering and amorphization [7-9]  have also been observed in 
graphite with neutrons, ions and electrons, particularly at low temperatures and high fluences. 
The above observations are consistent with the reported bending and fragmentation of the basal 
planes into nanocrystallites with concomitant tilting [6] – perhaps, a precursor to amorphization. 
The early controversy on the role of amorphization [10], to a large extent, is still unresolved [1].  
 
Recent experiments also show fascinating changes in the bond structure of graphite and graphene 
sheets under irradiation. While Raman spectroscopy studies with graphite at high doses show a 
saturating defect (D) to principal (G) intensity  ratio (ID/IG) that is indicative of a significant 
proportion of residual ring-like sp2 bonds, the ID/IG

 ratio for mono and few-layer graphene sheets 
exhibits a rapid decrease after passing through a maximum [11, 12]. Thus the presence of a large 
number of layers in graphite appears to stall the complete transformation of planar sp2 to non–
planar sp3 bond structures, unlike in few–layer graphene sheets. To explain the process of defect 
generation, accumulation and amorphization, Niwase developed two models of differing physical 
origins [13-15]. In the semi-empirical, disordered-region model, changes in the Raman peaks are 
correlated to the generation and accumulation of vacancies, which upon saturation, transform 
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into disordered and amorphous regions beyond a critical irradiation dose, or displacement per 
atom (dpa) [13]. In the kinetic dislocation-accumulation model, Frenkel pairs generated by 
radiation give rise to divacancies, which morph into stable dislocation dipoles that multiply with 
increasing irradiation dose [14]. Given that both models have physically appealing features, a 
more cogent exposition of the pertinent mechanisms appears to be exigent. Experiments also 
show a rapid increase of stress intensity factor at very low neutron fluences, [16] perhaps, 
indicative of significant dislocation interactions. Thus, there is a lack of clarity on the 
mechanisms associated with the early damage processes.  
 
In this Section, we delineate the nature of the bond and defect structures in nuclear grade 
graphite (NBG-18) under neutron and ion irradiation using Raman spectroscopy, X-ray 
photoelectron spectroscopy (XPS), X-ray diffraction and high resolution transmission electron 
microscopy (HRTEM). We observe that the magnitude of the D peak in the Raman spectra 
increases with irradiation, which indicates an increase in the number of topological defect 
structures that are planar, ring–like and sp2-hybridized. Our experiments also show that the D 
peak does not shrink significantly in graphite even when irradiated to several tens of dpa, 
indicating the persistent presence of a defected layered structure with a high proportion of 
topological defects. Concomitantly, we also observe prismatic dislocations as well as a number 
of basal dislocations dissociating into Shockley partials. We conclude by noting that local 
disordering and amorphization are likely mediated through dislocations, and not through direct 
collapse of vacancies. 
 
3.1.2 Experimental Details  
 
Neutron irradiation was conducted in the PULSTAR reactor at the North Carolina State 
University at a rate of 2.8×10-9 dpa/s. The samples were irradiated at a temperature of ~325 K 
with an average fast neutron flux of 2×1012 n/(cm2.s). Several specimens were also irradiated 
with carbon ions at the University of Wisconsin to several tens of dpa. Raman vibrational spectra 
were collected with a Horiba-Jobin Yvon LabRAM HR VIS high resolution 
confocal Raman microscope using a 633 nm He-Ne laser as the excitation source. An elemental 
Si reference (520.7 cm-1) was used for spectral axis calibration, and the zero position of the laser 
line and the Si line position were aligned prior to the data collection for each sample. Spectra 
were typically collected using a ten second measurement time with five accumulations, and were 
processed using LabSpec software. XPS (SPECS, PHOIBOS 150) with Al/Mg dual anode source 
of 10-14 keV X-ray energy was employed to analyze the changes in the chemical bond structure 
following radiation. Samples for the transmission electron microscope (TEM) were prepared 
using focused ion beam (FIB) in FEI Quanta 3D FEG-SEM microscope and high resolution 
transmission electron microscopy was performed in a Hitachi HF2000 TEM using an 
accelerating voltage of 200 kV. 
 
3.1.3  Raman Spectroscopy 
 
Figure 3.1.1(a) shows the Raman spectra for virgin and neutron irradiated (0.006 dpa) NBG-18 
samples. The spectra for the samples are characterized by two prominent lines: a Raman active 
E2g line at ∼1580 cm-1 (known as the G peak) and the disorder induced A1g line at ∼1333 cm-1 
(known as the D peak) [17]. It is well-known that the D peak arises from the defects in the 
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samples; the D peak for the virgin sample connotes the defects that were accumulated during the 
graphitization process. Under irradiation, the D peak strengthens considerably, indicating the 
accretion of defects that are solely radiation-induced. While Raman spectroscopic analyses have 
been commonly employed for irradiated graphitic materials [18, 19], the nature of defects that 
contribute to the D peak have not been elucidated in adequate detail. On the basis of recent 
progress, especially on the theoretical front, we identify that the D peak arises exclusively from 
planar, ring-like, sp2-hybridized defects [17, 20-22] – also known as topological defects. To 
understand the evolution of defects with irradiation, we will first discuss the origin of the main 
peaks observed in graphitic materials. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
Fig. 3.1.1 (a) Raman spectra of virgin and neutron irradiated (0.006 dpa) nuclear grade NBG-18 samples. 
Grey lines for the virgin sample are Gaussian fits to the peaks. (b) Peak intensity ratios for different levels 
of radiation damage. The data for 1 dpa is from ion irradiation at 300 K. 
  
Even though NBG-18 is polycrystalline with microstructure constituted by graphitic filler phase 
(pitch coke), binder (coal-tar pitch) and quinine insoluble (QI) particles, and punctuated by micro 
Mrozowski cracks, macro cracks and pores [23-25], the Raman shift for the G peak is virtually 
indistinguishable from that in HOPG samples. This indicates that only the chemical bonds of the 
graphitic phase are activated by the incident laser. The G peak, which stems from a single 
resonance process, corresponds to E2g phonon scattering with zero momentum (q=0) at the Γ 
point, with the intensity proportional to the number of sp2 scattering sites [26]. In the molecular 
picture, the G peak represents the bond stretching of all pairs of sp2-hybridized atoms. The D 
peak is attributed to a higher order process that arises from a double resonance mechanism (DR), 
which selectively activates a characteristic phonon wave vector [27-29]. The excitation of a 
phonon with momentum q≠0 is not allowed in perfectly crystalline (HOPG) samples, but 
allowed in defected samples leading to defect D and Dʹ′  peaks (see Fig. 1a). In the solid–state 
picture, the D peak is described on the basis of an electron–hole pair excitation with a photon, 
followed by electron–phonon (k ≈ ½q) scattering near the K point and electron–hole 
recombination [20]. From the symmetry involved in the resonant transitions, the transverse 
optical (TO) branch near the K point corresponds to the D peak while the longitudinal optical 
(LO) branch near the Γ point corresponds to the  Dʹ′  peak [30]; both features are visible in the 
virgin and irradiated NBG-18 samples. The molecular picture gives a relatively straightforward 
interpretation for the D peak – it arises from the breathing modes of the defected sp2 atom sites 
having a planar, closed ring structure [17, 20-22], when excited by laser wavelengths that are in 
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the visible range. The converse is also true – any defect, which does not constitute a planar, ring 
structure (such as a three dimensional, cross-linked defect), does not activate the D peak in 
graphite and graphene layers [17]. 
 
Irradiation typically creates a large number of point defects, a fraction of which will condense 
over time to form extended defects. It is known that several types of point defects are 
energetically possible, many of them involving closed planar structures (sp2-hybridized) or three 
dimensional structures (sp3-hybridized or a combination of sp2 and sp3) [2-4, 31]. In-plane 
interstitials do not exist in graphite as the energy penalty for placing an atom in the hexagonal 
ring is extraordinarily high. Planar defect structures can however, simply arise from the 
rearrangement of carbon atoms in the basal plane. The most common planar defect is the 55-77 
Stone-Wales (also known as Thrower-Stone-Wales) defect configuration, which is formed by the 
rotation of a C–C bond by 90º [4, 32]. Double vacancies can result in closed planar structures 
without dangling bonds; tight binding simulations show two vacancies can coalesce into a 5–8–5 
divacany configuration followed by a transformation to a 555–777 structure that is more 
energetically favorable [33]. Interstitials, typically, are trapped between the basal planes and 
several configurations such as spiro, bridge and ylid are energetically favorable [32]. Of 
particular interest is the effect of low threshold for shearing the basal planes [2] – on account of 
the weak interlayer bonding energy, which allows interstitial atoms to bond between the basal 
layers. Such formations are essentially three dimensional and are non-sp2 bonded structures. 
Figure 3.1.2 shows five defect configurations – the top panel (a-c) shows three vacancy-like 
defect structures on the basal plane [4] while the bottom panel (d,e) depicts cross-planar, three 
dimensional defect structures [2].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.1.2 (a–c) Planar vacancy defects: Stone-Wales (55–77), 5–8–5 and 555–777 configurations [4, 32] 
(d, e) inter-planar defects: spiro and divacancy configurations [2]. The 5–8–5 and 555–777 structures are 
also known as the double pentagon-octagon, and the triple pentagon-heptagon (T5T7), respectively. The 
defects in the top panel maintain their sp2 connectivity – each carbon atom has exactly 3 neighbors. Only 
bonds with sp2 connectivity can activate the D peak in the Raman spectra. 
 
In general, graphite has the remarkable property of accommodating topological defects, which 
maintain the connectivity of the sp2 lattice sites [3]. Thus, the defects portrayed in the top panel 
of Figure 3.1.2 are all topological, with each carbon atom having exactly 3 neighbors. Because of 
dangling bonds, a single vacancy, on the other hand, is not a topological defect. The planar, 

(a)
) 

(b)
) 

(c) 

(d)
) 

(e)
) 



Page	
  19/145	
  
 

closed ring defects that activate the Raman D peak therefore, are topological in nature. Stated 
equivalently: The Raman D peak is activated by topological defects having sp2 connectivity. 
Other types of topological defects, in additional to Stone-Wales configuration, are: double 
pentagon-heptagon (D5D7), triple pentagon-heptagon (T5T7), grain boundary loops [34] and 
line defects on the basal plane. The configurations portrayed in the top panel of Figure 3.1.2, 
which are three-coordinated, sp2-hybridized, therefore, can be considered as strongly Raman 
active and those in the bottom panel as null or weakly Raman active. 
 
Coming back to Figure 3.1.1(a), the augmentation in the D peak is a reflection of an increase in 
the number of topologically defected sp2 bonds. In Figure 3.1.1(b), we have plotted the ratio of 
the maximum intensities of G and D peaks (ID/IG). With increasing dose, ID/IG increases; it 
reaches a maximum at a dpa of 0.006 and then decreases to a value of 0.8 at 1 dpa (obtained 
from ion irradiation). A residual ID/IG, in the range of 0.5 to 0.8, has also been reported at large 
irradiation doses with HOPG samples [11, 35]. Further, NGB-18 samples that were irradiated to 
25 dpa with ions, albeit at 900 K, also exhibited a ID/IG ratio of ~0.8 (results not shown). Thus, 
there is respectable evidence for a non-zero D peak intensity in graphite, even at high irradiation 
doses. Furthermore, the width of the D peak does not register a significant increase (even at 
larger doses), which perhaps, is indicative of structurally sound basal layers. The interpretation is 
quite illuminating – graphite maintains its layered structure under large doses of irradiation, 
however, with accumulated topological, sp2-hybridized defects.  
 
We will now briefly discuss why the basal plane (sp2) defects are more likely than the cross-
planed (sp3) defects in irradiated graphite. As discussed before, a number of topological defects 
can be formed on the basal planes simply through the rearrangement of bonds – for example, 55-
77 Stone-Wales defects, which are commonly observed in graphene layers, are formed by the 
rotation of a C–C bond through 90º [4]. Such topological defects are unique because they are 
Raman active and can be formed without generating vacancy and interstitial defects. From 
theoretical studies, it is shown that extended clustering of elementary topological defects are 
possible in graphene; a recent investigation using ab-initio simulation and scanning tunneling 
microscopy (STM) shows extended lines of pentagons, heptagons and octagons [36]. Extended 
clustering and loops are also observed in graphene under controlled electron irradiation [37]. 
Using a tight binding simulation, four single vacancies are shown to rearrange into two 555–777 
configurations, which incidentally, are the unit structures for the haeckelite configuration [38] – 
a form of two dimensional carbon crystal that is characterized by hexagons, pentagons and 
heptagons. Multivacancies can be also accommodated on the basal layers; for example, a 
formation energy of 2.7 eV/atom is reported with ab-initio simulations, [31] which is much 
lower than that for 555–777 (3.5 eV/atom) and 5–8–5 configurations (4 eV/atom) [4]. With the 
exceptional ability for reorganization following perturbations, the atoms on the basal plane, 
following irradiation, can morph into multitudes of topological defect positions, several of which 
can be formed simply through bond rearrangement [3].    
 
In the seminal work of Tuinstra and Koenig [39], ID/IG is regarded to be proportional to the 
inverse of a characteristic crystallite length (La) in the sample, which can be expressed as: ID/IG = 
C(λ)/La,  where C is a constant that depends on the wavelength (λ) of the laser. This relationship 
is known to be valid for crystallite sizes greater than 10 nm, but breaks down at smaller sizes [11, 
12]. The characteristic length can be interpreted as the distance over which phonons (atomic 



Page	
  20/145	
  
 

vibrations) get decorrelated. Using the empirical relationship developed by Cançado et al. [40], 
La can be expressed as 

1
10 4( ) 2.4 10 D

a
G

AL nm
A

λ
−

− ⎛ ⎞
= × ⎜ ⎟

⎝ ⎠
                  (3.1.1) 

 
where A and λ are the integrated peak intensity and the laser wavelength (in nm), respectively. 
For neutron irradiated samples (dpa ≤ 0.01), the characteristic size is estimated to lie between 
18–21 nm using a 632 nm He–Ne laser. The rather low phonon confinement spacing indicates 
the presence of topological defects that are able to scatter the phonons over atomistic dimensions 
[15]. With continued irradiation, the phonon correlation length becomes smaller and approaches 
the planar bond dimensions. The Raman spectra also show a minor D’	
  peak adjacent to the G 
peak. Figure 1b shows that ID/ID’	
   is correlated to ID/IG with a maximum observed at a dpa of 
0.006, followed by a gradual decrease. There is one recent investigation, which correlates ID/ID’ 
to the type of defects in mono-layer graphene [35]. While such metrics are promising – as 
discussed by Terrones et al [3], more evidence is needed to make an assessment for three 
dimensional graphitic defect structure. 
 
3.1.4 XPS Spectroscopy 

 
 

Fig. 3.1.3 XPS spectra (a) virgin NBG-18, (b) neutron irradiated NBG-18 (0.006 dpa).  
 
The Raman spectra for graphite does not show a discernible peak for sp3 type defects. Therefore, 
we have directly assessed the different types of bond structures at the surface (see Fig. 3.1.3) 
using XPS (although defect information is not readily available). In XPS, the electronic states of 
the sample surface atoms are excited by photons and the resulting energy spectra of the electrons 
are analyzed for resonance peaks that are characteristic of the chemical bonds. A dominant peak 
at 284.4 eV represents C1s sp2 bonds while the resolved peak at 285.6 eV indicates the presence 
of sp3 bonds [41]. Unlike in Raman spectroscopy, where certain peaks are activated only in the 
presence of defects, XPS does not provide specific information on the defect structures. Figure 
3.1.3, which contrasts the resolved peaks for sp2 and sp3 bonds for virgin and irradiated (0.006 
dpa) samples, indicates that virgin samples have a high proportion of sp3 content, likely 
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engendered during the heating and cool-down stages of the graphitizing process [42]. 
Interestingly, there is a discernible drop in the sp3

 content, relative to sp2, for the irradiated 
sample, even though the Raman spectrum shows an increase in the number of defects.  
 
With continued irradiation, sp3 defects that typically arise from interstitials will increase. The 
Raman analysis, however, shows that sp2 defects are not significantly reduced, even at large 
doses, indicating the versatility of the topological defects to rearrange and morph into several 
different configurations. While there is evidence for a large number of topological defects, there 
is no definitive information, at present, on the proportion of topological defects (sp2), relative to 
other defect types, at different irradiation doses. We are currently investigating the mechanisms 
of defect formation and transformation under irradiation using molecular dynamics (MD) 
simulations. 
 
3.1.5 Electron Microscopy 
 
Accretion of elementary defects will eventually lead to extended defects. We will now discuss 
the evidence gleaned from HRTEM on extended defects.  
 

 

Fig. 3.1.4. HRTEM images showing (a) the basal planes in the virgin NBG-18 sample, and (b) localized 
pockets of disordered basal planes (shown by broken circles) in neutron irradiated NBG-18 sample at 
0.002 dpa. Insets correspond to selected area electron diffraction pattern (SAEDP). 
 
Figure 3.1.4 portrays HRTEM images for (a) virgin and (b) irradiated samples with the insets 
showing the corresponding selected area electron diffraction patterns. While the basal planes are 
clearly visible in the virgin sample, distortions without loss of long-ranged order can also be 
observed. As discussed before, the sp2 defects on the basal plane appear as the D peak in the 
Raman spectra. Noticeably, the irradiated sample shows heavy distortions and interconnected 
disordered regions that have a characteristic size of ~5 nm; SAEDP (see inset) also shows 
spreading of spots into arcs for the irradiated sample. Such ripples and distortions can arise from 
topological defects such as Stone-Wales defects [3]. 
 

(a) (a) (b) 
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We will now discuss the formation of extended defects that have been identified with HRTEM 
(see Fig. 3.1.5). Since graphite has a layered structure, it can accommodate several types of 
dislocations. In general, there are two types of stacking disorder in graphite: basal or prismatic 
[43]. In the former, the Burgers vector lies on the basal plane while in the latter, it is 
perpendicular or at an angle to the basal plane [43]. Recent investigations on graphene reveal that 
planar dislocations can be formed through combinations of topological defects, which generally 
are considered to be energetically favorable over the haeckelite structures [31]. Prismatic 
dislocations in graphite often are detected after irradiation or heat treatment [43], and are formed 
either by the insertion of segments of lattice planes, or through collapse of vacancies [1].  

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.1.5. HRTEM images showing extended defects, (a) an interstitial loop, (b) a vacancy loop (c) 
prismatic dislocations in c–a plane, (inset) magnified view,  and (d), SAEDP indicating basal dislocation 
dissociating into Shockley partials. The defects are imaged using diffraction contrast. 
 
In a recent review, Telling and Heggie [1] have summarized the mechanisms behind the 
formation of extended defects in graphite. Aided by an in-plane slip, disc vacancy clusters can 
collapse into a prismatic dislocation with a Burgers vector 0001 12102 3〈 〉+ 〈 〉c a [44]. However, line-

type clusters typically collapse into a pair of edge basal dislocations without the formation of 
dangling bonds. Recently, Karthik et al. [45] found evidence for the formation of dislocation 
dipoles from vacancy loops in NBG-18 under electron irradiation. Using in-situ measurements 
with HRTEM, the formation of a vacancy loop is observed first, followed by a dissociation into a 

(a) (b) 
(b) 

(b) (a) 

(d) (c) 
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set of dislocations and the formation of incomplete planes through a climb mechanism. 
 
In our HRTEM analysis, we have found several interstitial and vacancy loops as shown in 
Figures 3.1.5a and 3.1.5b. Prismatic dislocations (see boxes in Figure 3.1.5c), which are typically 
reported in radiation investigations, are also observed. Given the likelihood of sp2 vacancy-like 
topological defects on the basal plane during irradiation (as evidenced by the D peak in Raman), 
the formation of the prismatic dislocations is possible through a vacancy collapse mechanism. As 
noted by Karthik et al. [45], such dislocations are continuously created and annihilated during 
irradiation; only a few stable dislocations remain at the end of irradiation. Interestingly, we also 
see evidence for a number of basal dislocations dissociating into Shockley partials, given by

[1210] [1100] [0110]
3 3 3

a a a
→ +  (see Figure 3.1.5d). The partials enclose a stacking fault with a 

rhombohedral (abc) stacking sequence [46], which is created by a glide process along the basal 
plane. Basal dislocations, generally, do not break the strong in-plane atomic bonds, rather they 
are created by distorted carbon-carbon bonds on the basal plane. First principles simulations 
show that the Peierls stress barrier for basal dislocation glide is quite small (10-17 Pa); the shear 
strength, therefore, is largely dependent on the pinning of dislocations [47], which constraints the 
motion of the basal planes to short segments while accommodating significant distortions. 
Heggie and coworkers [48] have proposed that the pinning mechanism can result in folding, or 
the ‘ruck and tuck’, of the basal planes. This new model indicates that basal planes can warp and 
additional planes that lead to an expansion along the c-axis can be formed through basal 
dislocations. Currently, we are investigating the possibility of such formations through electron 
microscopy analysis.  
 
3.1.6 Conclusions 
 
The nature of the bond and defect structures in nuclear grade graphite (NBG-18), under neutron 
and ion irradiation, has been characterized using Raman spectroscopy, X-ray photoelectron 
spectroscopy (XPS) and transmission electron microscopy (HRTEM). The magnitude of the 
defect D peak in the Raman spectra increases with irradiation, which indicates an increase in the 
number of topological defect structures that maintain the sp2 bond connectivity. Our experiments 
also show that the D peak does not shrink significantly in graphite, even when irradiated to 
several tens of dpa, indicating the persistent presence of a layered structure with topological 
defects. Thus, a direct condensation of the topological defects (which are initially formed during 
radiation) into three dimensional vacancy pores or amorphous pockets (which will manifest as 
vanishing ID/IG) can be deemed highly improbable for doses that are expected in the high 
temperature reactors. The non-vanishing D peak in the Raman spectra, together with a generous 
number of dislocations, even at low irradiation doses, indicates a dislocation-mediated 
amorphization process in graphite. The Niwase dislocation model [14] for amorphization, 
therefore, is more consistent with the above picture than the direct amorphization model [13] in 
which vacancy accumulation is regarded to amorphize the graphite layers without the formation 
of extended defects. 
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Addendum	
  –	
  Section	
  3.1	
  

A1  Graphite Grades 
 
We have investigated four different grades of graphite –  NBG-18, HOPG, PCEA and H-451. 
Highly Ordered Pyrolytic Graphite (HOPG) processes the highest density among the three 
grades. Manufactured by SGL Carbon Gmbh, NBG-18 is polycrystalline and produced by 
vibration molding (VM) of isotropic pitch coke and coal tar pitch. Various carbonaceous phases 
such as filler particles, binder phase, quinolone insoluble (QI) particles, turbostratic graphite 
make the microstructure complex and multifarious. While fillers are mainly composed of 
calcined pitch coke obtained by heat treatment, binders consists of a thermoplastic material 
derived from the distillation of coal-tar pitch. PCEA is a near-isotropic nuclear graphite grade 
manufactured by GrafTek Int – it is manufactured by extrusion from isotropic petroleum coke. 
The bulk density and grain sizes of NBG-18, HOPG and PCEA are listed in Table A1.  
 

Table A1: Characteristics of different graphite grades 
Graphite 

Grade Manufacturer Forming 
process 

Bulk density 
(g/cm3) Grain size Source Coke Porosity 

(%) 

HOPG MikroMasch Pyrolytic 
deposition 2.25 30nm -1µm (Max. 

10µm) Hydrocarbon ≤1 

NBG-18 SGL Vibration 
Molding 1.85 300µm (Max. 

1.6mm) Pitch 17.8 

PCEA GrafTek Int. Extrusion 1.79 360µm Petroleum 18.3 
 
In addition to the above grades, creep tests have been conducted at HFIR on H-451 grade, which 
is manufactured by extrusion from a special blend of near isotropic petroleum coke.  
 
A2  Ion Irradiation at University of Wisconsin (through ATR-NSUF Program) 
 
Ion irradiation experiments was conducted on HOPG and NBG-18 samples at dpas ranging from 
1 to 25, and temperatures ranging from 300 K to 900 K. Damage was initiated with C+ ions at 2 
MeV energy. The fluence at 25 dpa and 1 dpa are 2.2×1017 ions/cm2 and 8.8×1015, respectively. 
The test duration for 25 dpa and 1 dpa have been 4.5 hours and 12 minutes, respectively. The 
average displacement energy is taken as 28 eV. Table A2 shows details at different temperatures 
and dpas. 
 

Table A2: Ion Irradiation Cases 
Temperature 

(K) dpa Flux 
(ions/cm2.s) 

300 1 1.3×1013 
600 1 1.1×1013 
900 1 1.3×1013 
600 25 1.4×1013 
300 25 1.2×1013 

 
Figure A1 shows the 2 MeV carbon implantation and damage profile calculated by SRIM 
2012.03 assuming a displacement threshold energy of 28 eV and a mass density of 2.253 g/cm3. 
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As indicated in the plot, 25 dpa (peak) corresponds to a fluence of 2.2×1017 C/cm2 (13 at.% of 
carbon in the peak). Temperature and beam current profiles are shown in Figures A2 to A6. 
 

 
 

Fig. A1 2 MeV carbon implantation and damage profile calculated by SRIM 2012.03. 
 

 
 
Fig. A2 Temperature and beam current profile during the 900 K-25 dpa 2.0 MeV C+ irradiation. 
 



Page	
  26/145	
  
 

 
Fig. A3 Temperature and beam current profile during the 900 K-1 dpa 2.0 MeV C+ irradiation. 
 

 
Fig. A4 Temperature and beam current profiles during the 600 K-25 dpa 2.0 MeV C+ irradiation. 
 

 
Fig. A5 Temperature and beam current profiles during the 600 K-1 dpa 2.0 MeV C+ irradiation. 
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Fig. A6 Temperature and beam current profiles during the 300 K-1 dpa 2.0 MeV C+ irradiation. 
 
A3  X-ray Diffraction (XRD) Experiments 
 
As a powerful tool to quantify the microstructure of materials, XRD has been used to determine 
the crystal structure and structural parameters of different graphite grades. XRD measurements 
on neutron-and ion-irradiated graphite grades were conducted with a Rigaku SmartLab X-ray 
Diffractometer using X-ray radiation from a copper anode (Kα, λ=1.54178Å, 40kV, 44mA). The 
samples used for the measurements were of 3 mm discs cut from the respective raw block 
materials and polished before the irradiation experiments. The XRD diffraction data for 2θ from 
10° to 90° were recorded in a continuous scanning mode with an interval of 0.002° at a speed of 
1.5°/min. All measurements were conducted using same specified instrument alignment.  
 

 
Fig. A7 XRD diffraction patterns of low dpa (0.002 to 0.01) neutron irradiated NBG-18 samples 
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A3.1  NBG-18 (Neutron Irradiated, Maximum dpa =0.01) 
 
X-ray diffraction peaks of 100, 200, and 600 hours of neutron-irradiated samples at room 
temperature are compared with those of the pristine NBG-18 sample in Fig. The results show 
small changes in the peak positions and peak integral areas due to low dpa neutron exposure. 
While the a-spacing does not change significantly in the irradiated samples (±0.023 Å), the c-
spacing changes appreciably, which is due to the accretion of microscopic defects such as 
interstitials and vacancies, extended defects and topological defects. The percentage change in 
the c-spacing is 0.03%, 0.07%, 0.15% and 0.21% for samples exposed at 0.001 dpa (100 hours), 
0.002 dpa (200 hours), 0.006 dpa (600 hours) and 0.01 dpa (1000 hours), respectively. The 
lattice parameters, spacing of lattice planes [d (002) & d (100)] and volume of graphite unit cells 
after irradiation are specified in Table . A crystallite contraction can be noted in the XRD 
measurements – from 0.54% to 1.65%.  
 

Table A3 Quantitative analysis of XRD for neutron irradiated NBG-18 graphite samples. 
Samples Irradiation 

Condition 
Peak Position (2θ) d-spacing (Å) Lattice 

dimensions 
V=a2×c×sin(120°) 

(002) (100) (002) (100) a (Å) c (Å) 

NBG-
18 

Virgin 26.271 42.170 3.3945 2.1422 2.474 6.782 35.948 
325K/100H 
/0.001dpa 

26.264 42.284 3.3495 2.1245 2.467 6.784 35.755 

325K/200H 
/0.002dpa 

20.254 42.405 3.3809 2.1309 2.461 6.787 35.597 

325K/600H 
/0.006dpa 

26.231 42.517 3.3563 2.1255 2.454 6.792 35.421 

325K/1000H 
/0.010dpa 

26.215 42.585 3.3846 2.1241 2.451 6.796 35.356 
 

 
A3.2  PCEA (Neutron Irradiated, Maximum dpa = 10.2 ) 
 
X-ray diffraction peaks of neutron irradiated PCEA graphite are illustrated in Fig. A8. PCEA 
graphite was irradiated to a neutron fluence corresponding to 6.61 and 10.16 dpa, respectively, at 
900 °C. The measured lattice parameters/spacing and dimensional change after irradiation are 
shown in Table A4.  
 

 
Fig. A8 XRD diffraction patterns of (a) virgin and (b) neutron irradiated PCEA nuclear grade graphite at 
900°C to different doses of 6.61 dpa (PCEA-WG1-G10A1) and 10.16 dpa (PCEA-WG7-G10B1). 
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The broadening of peaks in the higher dose irradiated sample (PCEA-WG1-G10B1) indicates a 
disordered and strained lattice caused by different types of lattice defects introduced during 
irradiation. The broadened peaks also indicate a smaller crystallite size in the nanometer range, 
which is consistent with the inference made from the Raman spectroscopy (main text). 
 
It should be noted here that crystallite size play an important role under fast neutron irradiation 
for a near-isotropic graphite grade such as PCEA at high temperatures. Because it contains a 
narrow range of crystallite sizes it therefore is more stable under high temperature irradiation 
condition. Volume shrinkage is registered in the PCEA irradiated samples up to 1.21%, as shown 
in Table A4. Ishiyama et al. reported volume turnaround in IG-110 nuclear graphite under 
elevated temperature irradiation and the volume turnaround in IG-110 occurs in the 15-20 dpa 
range at an irradiation temperature of 600 °C [28]. The volume shrinkage and volume turnaround 
also has been observed in H-451 graphite at irradiation temperatures of 600 and 900°C [6]. 
 

Table A4 Quantitative analysis of XRD for neutron irradiated PCEA graphite samples at 900 °C. 
Samples Irradiation 

Condition 
Peak Position 

(2θ) 
d-spacing (Å) Lattice 

dimensions 
V=a2×c×sin(120°) 

(002) (100) (002) (100) a (Å) c (Å) 
PCEA Virgin 26.374 42.29 3.3766 2.1354 2.466 6.753 35.563 

PCEA-WG1-
G10A1 1173 K/6.61 dpa 26.317 42.46 3.3838 2.1274 2.457 6.768 35.383 

PCEA-WG7-
G10B1 1173 K/10.16 dpa 26.302 42.63 3.3792 2.1190 2.447 6.775 35.131 

 
A3.3  NBG-18 (Ion Irradiated, Maximum dpa = 25) 
 
XRD peaks of C+ ion irradiated NBG-18 graphite samples for a range of temperatures and dpas 
are shown in Fig. A9. The measured lattice parameters/spacing and dimensional change after 
irradiation are shown in Table A5.  
 

  
Fig. A9 XRD diffraction peaks of (a) NBG-18 ion-irradiated samples at 300K, 600K and 900K, at 1 dpa, 
(b) NBG-18 ion irradiated samples at 600 and 900K at 25 dpa.  
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Peak broadening in ion irradiated NBG-18 samples is also observed as in neutron irradiated 
NBG-18 and PCEA samples. We also observe volume change in the ion-irradiated samples. 
While the three ion irradiated samples at 1 dpa (300 K, 600 K, and 900 K) exhibit volume 
shrinkage, swelling is observed upon increasing the dose on account of the combined effect of c-
axis growth and new pore generation (see Table A5). The X-ray peak profiles of the (002) and 
(004) reflections for NBG-18 are asymmetrical as a result of the large local distortion in the 
lattice after ion irradiation. 

 
Table A5: Quantitative analysis of XRD for C+ ion irradiated NBG-18 graphite samples. 

 
Samples 

Irradiation 
Condition 

Peak Position (2θ) d-spacing (Å) Lattice 
dimensions 

V=a2×c×sin(120°)  
(002) 

 
(100) 

 
(002) 

 
(100) 

 
a (Å) 

 
c (Å) 

NBG-18 

300 K/1 dpa 26.243 42.160 3.3932 2.1417 2.4731 6.7864 35.945 
600 K/1 dpa 26.211 42.395 3.3729 2.1313 2.4611 6.7976 35.656 
900 K/1 dpa 26.187 42.707 3.3376 2.1165 2.4440 6.8038 35.194 

600 K/25 dpa 26.147 42.686 3.3325 2.1175 2.4451 6.8140 35.279 
900 K/25 dpa 26.450 42.42 3.3674 2.1301 2.4597 6.7348 35.286 

 
A3.4 HOPG (Ion Irradiated, Maximum dpa = 25) 
 
Table A6 summarizes the data on lattice parameters and spacing, including lattice volume 
changes at different doses and temperatures.  

 
Table A6 Quantitative analysis of XRD for C+ ion irradiated HOPG graphite. 

 
Samples 

 
Ion Irradiation 

Condition 

 
Peak Position (2θ) 

 
d-spacing (Å) 

Lattice 
dimensions 

V=a2×c×sin(120°) 
 
(002) 

 
(100) 

 
(002) 

 
(100) 

 
a (Å) 

 
c (Å) 

HOPG 

Virgin 26.864 ⊗ 3.318   6.635  
300K/1pa 26.796 43.337 3.319 2.0866 2.410 6.652 34.203 

600K/1dpa 26.756 43.312 3.329 2.0856 2.411 6.658 33.499 
900K/1dpa 26.737 43.340 3.332 2.084 2.406 6.663 33.403 

600K/25dpa 26.716 43.543 3.345 2.0905 2.399 6.671 33.248 
900K/25dpa 26.645 ⊗ 3.343   6.686  

⊗ No measurements were observed in the peak positions. 
 
For virgin HOPG samples, only (002) and its family reflection were noted from XRD – it 
confirms a high degree three-dimensional ordering of crystal. The distance d between the stacked 
parallel layers is 3.318 Å in a virgin HOPG sample. Upon irradiation, as noted from the above 
table, a-axis decreases and c-axis elongates, leading to a net shrinkage in the volume.  
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A4  Raman Spectroscopy  
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Fig. A10 Raman spectra of neuron irradiated and virgin PCEA samples. 

Figure A10 depicts the Raman spectra for PCEA samples irradiated by neutrons. As shown in the 
Table A7 below ID/IG and ID/ID’ increases first and then decreases.  
 

Table A7 Raman analysis for neutron irradiated PCEA samples at temperature 900°C 
Samples ID/IG ID/ID 
Virgin 0.23 1.38 

PCEA-G10-A1 (6.61 dpa) 1.90 2.61 
PCEA-G10-B1 (10.16 dpa) 1.61 2.28 

 
 

Table A8 Raman analysis for neutron irradiated NBG samples 
Ion Irradiation Condition ID/IG ID/ID 

300 K/1dpa 0.87 2.54 
600 K/1 dpa 0.58 4.47 
900 K/1 dpa 0.84 2.18 

600 K/25 dpa 1.38 1.79 
900 K/25 dpa 0.80 2.43 

 
 

Table A9 Raman analysis for neutron irradiated HOPG samples 
Ion Irradiation Condition ID/IG 

300 K/1dpa 0.02 
600 K/1 dpa 0.01 
900 K/1 dpa 0.06 

600 K/25 dpa 0.58 
900 K/25 dpa 0.25 
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Figure A11 and A12 depict the Raman spectra for NBG-18 and HOPG samples, respectively, 
both irradiated by neutrons. Tables A8 and A9 show the peak analyses.  
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Fig. A11 Raman spectra of ion irradiated NBG-18 samples. 
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Fig. A12 Raman spectra of ion irradiated HOPG samples. 
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A5  High Resolution Transmission Electron Microscopy (HRTEM) 
 
A5.1 NBG-18 (Neutron Irradiated, Maximum dpa =0.01) 
 
Figure A13 delineates the microstructure of a neutron irradiated NBG-18 sample (0.002 dpa).  
 

  
Fig. A13 High resolution TEM images illustrating the microstructural evolution in NBG-18 under low 
neutron dose (0.002 dpa). Disordered regions are marked by arrowheads. The inset shows dislocated 
graphite basal planes from a magnified region marked by a white square. (b) HRTEM image showing 
mis-orientated bands of basal layers (marked by downward pointing arrow), and dislocations near the 
carboneous filler material.  

Figures A14 and A15 depict high-resolution TEM images of low dose (0.006 and 0.01 dpa, 
respectively) neutron irradiated NBG-18 samples.  

  
Fig. A14 HRTEM images of low dose (0.006 dpa) neutron irradiated NBG-18. Pockets of distorted 
regions extending to several nanometers can be observed. The images are decorated with inhomogeneous 

(a) (b) 

(b) (a) 
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contrast (intensity) distribution; such uneven distribution describes damage accumulation in the graphitic 
lattice.    

  
Fig. A15 HRTEM images of low dose (0.01 dpa) neutron irradiated NBG-18. 

Morphological change in the basal layers can be clearly observed in Figures A14 and A15. The 
black and white contrast and the inhomogeneous intensity distribution is attributed to the random 
accumulation of defects. However, as described in the main text, these are not signatures of 
amorphization.  
 
A5.2 PCEA (Neutron Irradiated, Maximum dpa = 10.2) 
 
Figure A16 shows high-resolution TEM images of virgin PCEA graphite and neutron irradiated 
PCEA graphite at 6.61 and 10.16 dpa. The images show enhanced interstitial clusters, warping 
and buckling.  
 

   
Fig. A16 HRTEM images of PECA at different neutron irradiation doses, (a) Virgin, (b) 6.61 
dpa, and (c) 10.16 dpa. 
 
Irradiated PCEA graphite apparently shows featureless contrasts and small patches of lattice 
fringes. It is possible that the graphitic lattice has started to disrupt into nano-crystallites. 
Additionally, virgin PCEA graphite shows comparatively straight fringes, while irradiated PCEA 
shows wavy distortion of the basal planes.  
 
 

(b) (a) 

(c) (b) (a) 
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A5.3 NBG-18 (Ion Irradiated, Maximum dpa = 25) 
 
Figure A17 illustrates the microstructure of NBG-18 irradiated with C+ ions. Micrographs are 
characterized again by featureless contrast and lattice fringes due to warped/broken crystal 
lattices.   
 

   

   
Fig. A17 HRTEM images of ion irradiated NBG-18 graphite at different doses and temperature, (a) 
Virgin, (b) 300 K/1 dpa, (c) 600 K/1 dpa, (d) 900 K/1 dpa, (e) 600 K/25 dpa,  and (f) 900 K/25 dpa.  

 
A5.4 HOPG (Ion Irradiated, Maximum dpa = 25) 
 
Deteriorated graphitic structure, resulting from ion irradiation on HOPG is shown in Fig. A18. 
Wavy morphology and highly distorted lattice fringes can be observed in the deformed 
microstructure. The poor layered stacking efficiency observed in the irradiated HOPG samples, 
as in other graphite grades, stems from the displacement of lattice atoms during irradiation. The 
fragmentation of the crystal into nanocrystallites, as well as breaking, bending and displacement 
of the basal planes, can be also observed in the microstructure.  
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Fig. A18 HRTEM images of ion irradiated HOPG at different doses and temperatures (a) virgin, (b) 300 
K/1 dpa, (c) 600 K/1 dpa, (d) 900 K/1 dpa, (e) 600 K/25 dpa, and (f) 900 K/25 dpa. 
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3.2	
   Creep	
  and	
  Materials	
  Testing	
  at	
  ORNL	
  

Creep experiments and materials characterization tests have been conducted by the Laboratory 
partner at ORNL. Irradiation tests have been conducted at the High Flux Isotope Reactor (HFIR), 
which has the highest fast neutron flux in the country for irradiating materials.  
 
The creep capsules, irradiated in the High Flux Isotope Reactor (HFIR) at Oak Ridge National 
Laboratory (ORNL), each contained a single graphite specimen 20 mm in length and 6 mm in 
diameter. One capsule/specimen was loaded to a compressive stress level of 13.8MPa (2 ksi) 
through pneumatic bellows. The companion capsule – identical in all respects except specimen 
stress state – contained the unstressed control specimen. The creep capsules additionally 
contained the SiC temperature monitors, one inside the bellows and one in the specimens’ central 
hole that was read post-irradiation to determine the exact irradiation temperature. The tests were 
conducted at temperatures ranging from 550 ºC to 900 ºC, and at dpas ranging from 0–10. 
 
The stressed rabbit’s pressurized bellows was compression tested to ascertain the load on the 
specimen. The stressed bellows were filled with gas to a final pressure of 1226 psi (178 N) at 
room temperature. Thus the bellows exerted a force of 401 N at 400°C on the ~6 mm diameter 
specimen, producing a compressive creep stress of 14.2 MPa (at 400°C). The two rabbits each 
contained a graphite specimen and two SiC temperature monitors; and the specimen and SiC 
monitors are currently in storage at the Low Activation Materials Development and Analysis 
(LAMDA) Lab at ORNL.  
 
3.2.1  Pre-Irradiation Tests: Thermo/mechanical Properties 
 
The graphite specimens were cut from H-451 billet No. 476-18 and subjected to pre-irradiation 
examination, including chemical analysis, dimensions, density, coefficient of thermal expansion, 
Young’s modulus (sonic velocity and fundamental frequency methods), and electrical resistivity.  
The results of pre-irradiation examination are reported in Table 3.2.1. Chemical analysis was 
performed on samples of H-451 billet No. 476-18 graphite using Glow Discharge Mass 
Spectrometry at SHIVA Technologies LLC. 
 

Table 3.2.1 Pre-irradiation properties data for H-451 graphite specimens 
Specimen ID Density ER E(Dyn) Esonic CTE (RT-500) 

 g/cc µΩ-m GPa GPa 10-6/K 

WG1 1.6841 8.72 8.64 10.23 3.35 4.03 
WG2 1.6895 8.53 9.07 10.51 3.77  
WG3 1.6926 8.44 9.26 10.41 3.34 3.94 
WG4 1.6969 8.37 9.32 10.63 3.86  
WG5 1.7088 7.92 9.85 11.13 3.77  
WG6 1.7006 7.92 9.75 10.96 3.33  
WG7 1.6964 8.29 9.10 10.63 3.94  
WG8 1.6928 8.20 9.32 10.68 3.87  

ER: Electrical Resistivity, E: Young’s Modulus, CTE: Coefficient of Thermal Expansion 
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Plots of the mean coefficient of thermal expansion (CTE) are shown in Figure 3.2.1 for 
specimens WG-2 and -4.   
 

 
Fig. 3.2.1 Mean Coefficient of thermal expansion of the two H-451 graphite specimens 

 
Measurement of the specimen dimensions post CTE determination (heating to 900°C) indicated 
a small relaxation on heating. Both the specimen length and diameter increased on heating as 
shown in Figures 3.2.2 and 3.2.3. The dimensional change was attributed to the relaxation of 
internal stress. The measurement scheme used required measurement of four diameters along the 
specimen length and averaging to give D1, then rotating the sample through 90° and repeating to 
obtain D2. The length dimension was also the average of four measurements. The specimens 
clearly undergo dimensional change due to the heating (thermal expansion) cycle. The different 
behavior of specimens 1-4 compared to 5-8 was possibly because the specimen groups were 
machined from separates (but adjacent) H-451 parent bars. 
 

 
Fig. 3.2.2  Specimen length change upon heating to 900°C 
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Figure 3.2.3  Specimen diameter change (D1 and D2) upon heating to 900°C 

 
Additionally, the specimens were subjected to a 400N (13.8 MPa) proof compressive loading.  
The loading and unloading stress-strain curves were recorded for each specimen. Two of the 
specimens (WG-7 and WG-8) were subjected to repeated load-unload cycles. All eight of the 
specimens exhibited a permanent set of between 0.01 and 0.04% strain when subjected to the 
first loading cycle. Figures 3.2.4 shows a typical compressive stress strain pre-load curve.  
 

 
Fig. 3.2.4  Loading and unloading stress-strain curves for specimen WG-2 

 
Repeated cycling showed that subsequent load-unload cycles followed the unloading curve and 
did not recover the initial permanent strain. Figure 3.2.5 shows a typical repetitive load-unload 
curve for sample WG-8.  The Young’s modulus (tangent modulus at 13.8 MPa) is calculated 
from both the loading and unloading stress-strain curves and is given in Table 3.2.2. Since the 
subsequent loading curves follow the initial unloading curve, the unloading value of Young’s 
modulus is possibly the more appropriate value to use in any subsequent creep data analysis. 
Table 3.2.2 also reports the moduli data (dynamic, sonic, and static) measured for the H-451 
specimens; it can be noted that the dynamic moduli and static moduli – measured from the 
unload-reload curve – agree reasonably well.   
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Fig. 3.2.5  Cyclic loading and unloading stress-strain curves for specimen 8 

 
Table 3.2.2.  Comparison of measured dynamic and static Young’s moduli 

 
Specimen 

ID 

Young's Modulus, GPa 
 

E(Dyn) 
 

E(sonic) 
Compressive Stress 

13.8 MPa 
E(loading) E(unloading) 

WG1 8.64 9.21 5.38 8.23 
WG2 9.07 9.46 5.79 7.87 
WG3 9.26 9.36 5.89 8.18 
WG4 9.32 9.57 5.18 8.02 
WG5 9.85 10.02 6.40 9.39 
WG6 9.75 9.87 6.88 9.78 
WG7 9.10 9.57 5.68 7.94 
WG8 9.32 9.61 6.26 7.89 

 

 
Fig. 3.2.6  Length change after pre-stressing of the specimen 
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The specimens were additionally subjected to dimensional measurements after pre-stressing.  
Figure 3.2.6 shows the length change of the specimens after stressing. As expected, the 
specimens exhibited shrinkage of their length due to the compressive pre-loading, although the 
magnitude of the length change was larger than the permanent set indicated by stress-strain 
curves.   
 
The diametral change post pre-stressing is shown in Figure 3.2.7 for the eight H-451 specimens.  
Surprisingly, the specimens all exhibited diametral shrinkage after stressing. Since the specimens 
had been subject to compressive pre-stress in the length direction an expansion in the diameter 
due to the Poisson’s strain might have been expected. It is postulated that the diametral shrinkage 
may be caused by stress induced closure of internal pores (approximately 25% of the internal 
volume is porosity). If constant solid volume is preserved during elastic deformation, then the 
specimen must shrink – the behavior of porosity and it role in the deformation of graphite, both 
the elastic deformation and that due to combined stress and irradiation (creep), clearly warrant 
further investigation. 
 

 
Figure 3.2.7  Specimen diameter change after pre-stressing for eight specimens 

 
 
3.2.2 X-ray Tomography  
 
Pre-IE of the two specimens chosen for encapsulation (WG-2 and WG-4) included structural 
examination of the specimens by x-ray tomography. Tomography captures a series of digital 
slices through sections of the 6 mm diameter specimen. In order to sample the entire specimen it 
was necessary to scan each specimen in three segments (top, middle, and bottom).  Figure 3.2.8 
show the images of tomographic x-ray slices through specimen WG-2; these slices have been 
taken through the long axis of the specimen and portray the mid-section of the sample. As the 
slices move progressively through the section the slice width grows, incorporates the central hole 
in the specimen, and then diminishes in width. 
 
 
 

-­‐0.030	
  

-­‐0.025	
  

-­‐0.020	
  

-­‐0.015	
  

-­‐0.010	
  

-­‐0.005	
  

0.000	
  
1	
   2	
   3	
   4	
   5	
   6	
   7	
   8	
  

Di
m
en

si
on

al
	
  C
ha

ng
e	
  
	
  

(F
in
al
	
  -­‐	
  
In
ita

il	
  
Di
m
es
io
n)
,	
  m

m
	
  



Page	
  45/145	
  
 

 
 

 
(a)                      (b)                           (c)                            (d)                         (e)    

 
Fig. 3.2.8  X-ray tomographic image of porosity in H-451 graphite specimen WG-2 (with-grain 
orientation) 
 
3.2.3 Scanning Electron Microscopy 
 
Additional characterization included scanning electron microscope (SEM) examination of the 
structural features of grade H-451. Figures 3.2.9 show the general pore features of the graphite 
microstructure. The H-451 specimens had their length oriented in the with-grain direction.  
Panels (a–c) show the structure of H-451 from a longitudinal section of a remnant piece of the 
bar from which specimens WG (1–4) were machined and thus have with-grain orientation while 
Figures (d–g) show the structure of H-451 from a diametral section of the remnant piece and thus 
have against grain orientation. The SEM images reveal the range of pore shapes, sizes, and 
orientations found in graphite.   
 

 
  (a)         (b)        (c)  

 

 
   (d)         (e)          (f)         (g) 

 
Figure 3.2.9 SEM micrograph of porosity in H-451 graphite. Panels (a–c) show the structure with-grain 
orientation while panels (d–g) show the structure against grain orientation. 
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3.2.4 Irradiated Creep Test Results: 
 
Table 3.2.3 depicts the irradiation temperature data of different specimens. The creep and control 
specimen were irradiated at essentially identical irradiation temperatures of 627±25°C.  
 

Table 3.2.3 Summary of SiC monitor capsule temperature data 

  Capsule 
ID Stress State SiC Location SiC ID 

Irradiation 
Temperature 

(°C) 

CRP-B-O2 Stressed 
Specimen 

WG4 201 626.1 
CRP-B-O2 Stressed Bellows 224 527.5 

CRP-B-O1 Un-stressed 
Specimen 

WG2 200 628.7 
CRP-B-O1 Un-stressed Bellows 200 554.1 

 
The creep capsule bellows fill-pressure at room temperature was 1226 psi (178 N). At the 
capsule design temperature (400°C – 410°C for bellows) this would have caused an applied 
stress to the specimen of 14.4 MPa or 2.09 ksi, (2 ksi was design stress). The actual final bellows 
temperature was 528°C (as indicated by the temperature monitor) so the actual initial specimen 
stress was potentially as high as 17.2 MPa (2.5 ksi). However, the post irradiation room 
temperature testing suggests that bellows force was actually only 81.7 N (Figure 3.2.10), and 
thus the temperature corrected load at 528°C was only 7.9 MPa (1.15 ksi).   
 

 
Fig. 3.2.10 Stressed creep rabbit bellows load-extension curve, room temperature post-irradiation testing. 

At higher test temperatures the bellows seized in the housing giving spurious results because of 
friction between bellows and housing.  Thus we cannot be sure of the complete specimen loading 
history. It commenced at a higher stress than planned and ended at a significantly lower stress 
than planned.  We shall assume a stress of 7.9 MPa in the graphite specimen for the duration of 
the experiment.  
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3.2.5 Predicted Creep Strain 
 
Irradiation induced creep may be represented by a linear viscoelastic creep equation:   
 

[ ] σγγ
σσ

ε kb
E
a

E
+−−+= )exp(1

00

                           (3.2.1) 

 
where:  ε  = total strain 
   σ  = applied uniaxial stress  
   E0 = Initial (pre-irradiated) Young’s Modulus 
   γ  = fast neutron fluence 
   a, b, and k are creep constants (a is usually ~1) 
 
The first term represents the elastic strain, the second term the transient or primary irradiation 
creep strain, and the third term the steady state or secondary irradiation creep strain.  Since the 
experimentally determined creep strain is the result of post-irradiation measurements on the 
unstressed control samples and the stressed samples measured unstressed, the first term in Eq. 
4.3.1 should be neglected.  The primary (transient) irradiation creep strain is usually small and is 
not significant compared to the secondary (steady state) irradiation creep strain, especially at 
high dose. The second term in Eq. 3.2.1 suggests that the transient creep strain saturation value 
should be approximately one elastic strain, assuming a = 1, as is typically found experimentally 
in low dose creep experiments.  Thus, the saturation transient creep value is approximately equal 
to one elastic strain and the steady state creep strain is linear with dose. The observation that the 
saturation value of the transient creep strain is approximately equal to the one elastic strain 
allows a simple linear creep model of the form: 
 

γ
σ

ε k
Ec ʹ′+=
0

                           (3.2.2) 

 
where: εc = total irradiation induced creep strain 
   σ = applied uniaxial stress  
   k'  = steady state creep coefficient (k/σ) 
 

Table 3.2.4 Predicted creep strain 

Grade 
and 

Specimen 
Capsule 

Irradiation 
Temperature 

(°C) 

k' 
(10-30) 

(cm2/n.Pa) 

Neutron Dose 
Creep 
stress, 
MPa 

Creep Strain, % 

dpa 1022 n/cm2 
[E>50keV] 

Primary Secondary 
Total 

σ/E0 (%) kσγ  

H-451, 
WG-4 

CRP-B-
02 

626 
 

0.2 
 

1.75 
 

0.257 
 

7.9 
 

0.085 
 

0.406 
 

0.491 
 

 
Thus the predicted creep strain assuming a 7.9 MPa creep load for the duration of the experiment 
is 0.491% (see Table 3.2.4).  The historical literature value for k' is assumed (0.2×10-30 
cm2/n.Pa). 
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3.2.6 Experimental Dimensional Change and Creep Strain 
 
The dimensional changes of the creep reference are compared to historical H-451 (600°C 
irradiation) length change data in Fig. 3.2.11. 
 
 

 
Fig. 3.2.11  Historical H-451 dimensional change (unstressed) at 600°C (blue diamonds) compared to 
the data from our unstressed control specimen (red square). 

 

 
Fig. 3.2.12  Dimensional changes and comparison to historical data at a temperature of 600°C 

The measured length (WG) change of the unstressed (un-crept) specimen agrees very well with 
our historical data, indicating the irradiation dose and temperature are correct. However, the 
mean diametral change (AG) agrees less well as observed in Fig. 3.2.12.  
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Fig. 3.2.13  The experimental and predicted creep strain for H-451 from the creep rabbit experiment 
(~7.9 MPa) compared with historical creep strain data for H-451 at 13.8 MPa. Irradiation temp is 600°C. 

Significantly, the specimen diameter changes were uneven along the specimen’s length, 
suggesting a temperature gradient may have been present during irradiation. The experimental 
creep strains were -0.547% (length) and +0.074% (diameter).  The axial creep strain is plotted in 
Fig. 3.2.13 with historical H-451 creep strain data for creep at 13.7 MPa compressive stress.  The 
experimental creep strain is about half of that expected for the design load.  However, the 
measured creep strain agrees well with the predicted creep strain calculated from the actual 
bellows load/specimen stress determined from post-irradiation bellows testing (81.7 N, 7.9 
MPa). 

 

Fig. 3.2.14  Normalized experimental and predicted creep strain for H-451 from the creep rabbit 
experiment (~7.9 MPa) compared with historical creep strain data for H-451 at 13.8 MPa. Irradiation 
temp is 600°C. 
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A more meaningful comparison of the experimental creep strain may be made if the creep strain 
is normalized to the applied stress – assumed to be 7.9 MPa for this calculation. The normalized 
(to the applied stress, 13.8 MPa or 7.9 MPa) shows very good agreement between the 
experimental creep strain at 600°C from creep rabbits in the HFIR (this work, Fig. 3.2.14) and 
prior historical data from Oak Ridge Research Reactor (ORR). Significantly, the HFIR neutron 
flux is five times the neutron flux level of the ORR). Thus we demonstrate that creep strain is 
invariant when normalized to applied stress and independent of the neutron flux. 

3.2.7 Summary 
 
Irradiation creep experiments were conducted in High Flux Isotope reactor (HFIR). The 
experimentally determined axial creep strain in graphite grade H-451 was -0.1305 mm or -0.54% 
for an applied compressive stress of 7.9 MPa at a neutron dose of 1.75 dpa and at an irradiation 
temperature of 627±25°C. The predicted axial creep strain – from the linear visco-elastic creep 
model – and the experimentally determined axial creep strain are in good agreement. It was also 
observed that the stress normalized experimental axial creep strain from current HFIR 
experiment conform with the historical creep strain data derived from experiments conducted at 
Oak Ridge Research Reactor (ORR). Significantly, the HFIR neutron flux is five times the 
neutron flux level of the ORR. Thus we demonstrate that creep strain is invariant when 
normalized to applied stress and independent of the neutron flux. 
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3.3	
   Atomistic	
  Simulations	
  	
  

3.3.1 Summary 
 
Graphite has a layered structure, in which each layer is constituted by carbon atoms that are 
arranged in a honeycomb lattice [1, 2]. The layered structure results in two types of interatomic 
interactions – a weak long ranged interaction between atoms from separate layers and a strong 
short ranged interaction due to the covalent bonds between atoms of the same layer. Such an 
anisotropy in the structure and interaction forces lead to interlayer slipping and ripple formation, 
giving graphite its unique properties. Apart from a high scattering cross section, graphite also 
exhibits a very high thermal conductivity, which is critical to its application in nuclear reactors.  
 
In the present study we investigate the thermal properties and radiation effects on graphite using 
molecular dynamics (MD) simulation. In Section 3.3.2, we describe the methodology used for 
combining existing short range and long range interatomic potentials in order to obtain a single 
direction independent potential to simulate graphite. In Section 3.3.3, we discuss how Einstein 
relations can be used for calculating the thermal conductivity from the covariance of heat 
currents in the framework of equilibrium MD simulation. We also demonstrate the conductivity 
can be constructed from a few Eigen modes of fluctuation in the heat current using the reduced 
space approach. Section 3.3.4 discusses the results of cascade simulations for graphite at 
different temperatures and knock energies. 
 
Radiation cascade simulations show a logarithmic relation between the temporal displacement of 
the primary knock-on atom (PKA) and its energy. This observation suggests a building up of a 
dynamical cage formed by the layered structure. A PKA that impacts perpendicular the basal 
plane is shown to cause less damage near the impact location compared to a PKA along the basal 
plane. From the dynamical studies, we map out four distinct regions of the energy distribution 
after radiation. A small fraction of atoms is found to attain a stable configuration post radiation 
in picosecond timescales; these defects were annealed at a faster rate at higher temperatures. 
Peaks in the bond angle distribution indicate the presence of non-six membered rings; several 
configurations showing such topological defects are also presented.  
 
3.3.2 Interatomic Potential Development 
 
As stated earlier, the graphite atoms experience two types of interactions – a short ranged intra-
molecular interaction from the covalent bonding between atoms of the same layer, and a long 
ranged Van der Wall interaction between the layers. Thus MD simulations for graphite require a 
combination of these two interaction potentials. The short range covalent interactions can be 
satisfactorily described by bond–order interatomic potentials such as Tersoff [3] and REBO [4, 
5]. An attractive potential proportional to r-6, such as the Lennard–Jones (LJ) form, is typically 
employed to characterize the long range forces [6]. A potential that has been recently developed 
by Lebedeva et. al. [7] – referred to as Lebedeva potential in this report – gives excellent 
agreement with the experimental interlayer binding energy (-52 meV/atom) as well as the 
frequency of the interlayer translational vibrations along the armchair direction (1.0 THz), which 
play an important role in the energy transport between the planes. We also observe that the LJ 
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potential underestimates the stability of ABAB stacking (∆EAB = 0.887 meV) over AA stacking 
relative to the Lebedeva potential (∆EAB = 19.5 meV)[7] .  
 
Although the long range potential is weak at larger distances, it generates an unrealistically large 
potential wall for smaller distances preventing the atoms from forming covalent bonds. A general 
approach for avoiding this problem is to switch off the long range potential for atoms in the same 
layer while switching off the short range potential for atoms of separate layers. We have used 
this same approach to combine the short range Tersoff potential and the long range Lebedeva 
and LJ potentials.  With Lebedeva potential, we have obtained a conductivity of 2300 W/m-K 
along the basal plane and 30 W/mK perpendicular to it – both values are in good agreement with 
the theoretical predictions for single crystal[8]. LJ potential results in a conductivity of 2700 
W/mK along the basal plane and 2.8 W/mK perpendicular to it due to the weaker interlayer 
interaction. 
 
For radiation cascade simulation, the atoms get displaced forming vacancies and interstitials; 
they also combine with other layers. Further, for radiation cascade simulations, the atoms attain 
very high kinetic energies and the barrier provided by the bond order potentials becomes non-
physical. A screened Coulomb potential is needed to prevent atoms from approaching too close 
to each other. Thus we find that the Lebedeva potential is not suitable for radiation cascade 
simulations. Instead, we have used the AIREBO potential [5], which combines a 2nd generation 
REBO [4] with a long ranged LJ potential as well as an optimized Tersoff potential that is 
stitched with a ZBL [9] screened Coulomb potential at short distances, and a LJ potential at long 
distances using a switching function. Optimized Tersoff potential parameters [10] that show 
good agreement with the experimental structural and phonon properties are used in these 
investigations. Further, the 2nd generation REBO does include a screened Coulomb potential for 
the repulsive part – therefore, explicit stitching to a ZBL potential is not needed for the AIREBO 
potential. We also note here another potential –  LCBOP [11] that uses the same approach to 
combine a bond order potential for the short ranged interactions and a Morse function type 
potential for the long ranged interactions. The potential interactions for Tersoff/LJ/ ZBL are 
shown in Equations (3.3.1) to (3.3.16). 
 
The total energy (E) can be written as 
 

1
2 ij
i j

E v
≠

= ∑    (3.3.1) 

 
Where νij is the potential energy of interaction between pair of atoms i & j. The potential 
interaction between two atoms can be stated as a function of their separation (rij) as: 
 

( ) ( ) ( ) ( )1shortrange longrange longrange
ij Switch ij ij Switch ij ij Switch ij SRv f v f v f v R⎡ ⎤= + − +⎣ ⎦r r r   (3.3.2) 

 
The total interaction between the atoms is divided into two parts: the short range interaction 
(νshortrange) responsible for the bonding between the atoms and a long range Van der Wall 
interaction (νlongrange) between non bonded atoms. A switching function (fSwitch) is used for 
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smoothly switching from νlongrange to νshortrange as the separation reduces from RLR to RSR. The 
detailed form for these is described below. 
 

( )

1:

1 1 cos :
2 2
0 :

SR

SR
Switch SR LR

LR SR

LR

r R

r Rf R r R
R R

r R

π

<⎧
⎪

⎛ ⎞−⎪
= + < <⎨ ⎜ ⎟

−⎝ ⎠⎪
⎪ >⎩

r   (3.3.3) 

 
12 6

4longrange LJ
ij ij

ij ij

v v
r r
σ σ

ε
⎡ ⎤⎛ ⎞ ⎛ ⎞
⎢ ⎥= = −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

  (3.3.4) 

 

( )( ) ( )1shortrange ZBL Tersoff
ij F ij ij F ij ijv f v f v= − +r r   (3.3.5) 

 
The long range force has been modelled using the LJ potential which has only two parameters: ε 
which measures the depth of the energy well due to LJ interaction and σ which controls the 
minimum energy separation. The short range force has been modelled using a combination 
Tersoff many body potential and ZBL potential. The Tersoff part is responsible for the bonding 
while the ZBL part provides a screened Coulomb interaction which causes strong repulsion when 
the separation between a pair of interacting atoms becomes too small, as frequently observed 
during atom collisions in a cascade simulation. The details of the Tersoff and ZBL part are given 
below. 

( ) ( )
1

1 F ij C
F ij A r r
f

e− −
=

+
r   (3.3.6) 

 
2

0

1
4

i j ijZBL
ij

ij

Z Z e r
v

r a
ϕ

πε
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

  (3.3.7) 

 
0

0.23 0.23

0.8854

i j

aa
Z Z

=
+

  (3.3.8) 

 
( ) 3.2 0.9423 0.4029x 0.20160.1818 0.5099 0.2802 0.02817x x xx e e e eϕ − − − −= + + +  (3.3.9) 

 
Where fF is a Fermi type function used for smoothly merging the ZBL and Tersoff interactions. It 
has two parameters – AF is positive dimension less constant which controls how sharp the 
transition is form ZBL to Tersoff, while rC controls the cut off distance of the ZBL part and is in 
units of length. 

νZBL is the product of Coulomb interaction and a screening function φ. Zi, Zj are the atomic 
numbers of atoms i and j, a0 is the Bohr radius (0.529 Å), e is charge of an electron (1.6×10-19C) 
and ε0 is the permittivity of free space. 
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( ) ( ) ( )Tersoff
ij C ij R ij ij A ijv f f fγ⎡ ⎤= −⎣ ⎦r r r   (3.3.10) 

 
Tersoff potential is based on the Abell formalism [12]. fR is a repulsion term due to the overlap of 
wave functions and fA is an attraction term due to the chemical bonding. fC is a smooth cut off 
function to limit the range of the potential. γij is a many body term which measures the bond 
order. 

( ) ij ija r
R ij ijf A e−=r   (3.3.11) 

 

( ) ij ijb r
A ij ijf B e−=r     (3.3.12) 

Aij and Bij are in units of energy and control the strength of the attractive and repulsive parts. aij 
and bij are in units of inverse of length with aij > bij.  

( )

1:
1 1 cos :
2 2
0 :

C

r R
r Rf R r S
S R

r S

π

<⎧
⎪ −⎪ ⎛ ⎞= + < <⎨ ⎜ ⎟−⎝ ⎠⎪
⎪ >⎩

r   (3.3.13) 

R and S are in units of length and the potential is smoothly cut off in the range of R < r < S 

( )
1
21 i i

ij ij i ijL
η ηγ χ β= +   (3.3.14) 

 
( ) ( )

,
ij C ik ik ijk

k i j
L f w g θ

≠

= ∑ r   (3.3.15) 

 

( )
( )

2 2

22 2
1

cos
i i

ijk
i i i ijk

c cg
d d h

θ
θ

= + −
+ −

  (3.3.16) 

χ and w are usually taken to be equal to 1 while β, η, c, d and h are dimensionless positive 
constants. θijk is the angle between rij and rik. 

Table 3.3.1 summarizes the values of the parameters used in the present study. The values of RLR 
and RSR will be discussed in subsection 3.3.2.1 and have not been listed here. 
 
 
 
 
 
 
 
 
Table 3.3.1 Parameters for interatomic potential 
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σ 3.393 Å a 3.4879 /Å 
ε 2.757×10-3 b 2.2119 /Å 
Z 6 R 1.8 Å 
AF 14 S 2.1 Å 
rC 0.95 Å η 0.72751 
A 1393.6 eV c 38049 
B 430 eV d 4.3484 
β 1.5724×10-7 h -0.930 

 
3.3.2.1 Switching function 
 
Three different cutoffs have been tried for the switching function.  
 
• Case 1: Short range: Tersoff + ZBL; Long range: LJ potential; No switching function 
• Case 2: Short range: Tersoff + ZBL; Long range: LJ potential;  RSR = 2.9 Å, RLR = 3.0 Å 
• Case 3: Short range: Tersoff + ZBL; Long range: LJ potential;  RSR = 3.0 Å, RLR = 3.1 Å 
• Case 4: Short range: Tersoff + ZBL; Long range: LJ potential;  RSR = 2.9 Å, RLR = 3.1 Å 
 
The behavior of the long range potential for each case is shown in Figure 3.3.1. For each case, 8 
layers of graphite with 240 atoms for each layer is relaxed at 300 K and 0 pressure using a 
Berendsen thermostat and a Berendsen barostat for 50,000 time steps with a time step of 0.035 
fs. The results after equilibration are presented in Figure 3.3.2 – it can be observed from the 
fluctuations in total energy that the switching function is most stable for RSR = 3.0 Å and RLR = 
3.1 Å (Case 3). 
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Fig. 3.3.1 Long range potential with different cutoffs. 
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Fig. 3.3.2 Total energy, temperature and pressure after equilibration of five independent runs for 
the four cases. 
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      (a)                                            (b)                                              (c) 

Fig. 3.3.3 (a) Total RDF, (b) Intra-layer RDF and (c) Inter-layer RDF  
 
The radial distribution function (RDF) gives the probability of finding an atom at distance r from 
a reference atom; it describes how the local density changes with distance from a reference atom. 
It can be seen from Figure 3.3.3 (a) that all the four cases depicts the same neighbor locations 
(manifested as peaks in the RDF). The positions (1.47 Å & 2.49 Å) match well with the 
literature[13]. Figures. 3.3.3 (b) and (c) show the RDF of all the atoms of the same layer and the 
atoms from separate layers, respectively. Again, similar behavior is observed for all the four 
cases. Thus we can conclude that the introduction of the switching function does not alter the 
structure significantly. We also note that the after pressure relaxation, the system attains a stable 
ABAB stacking. 
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Fig. 3.3.4 Distribution of the interlayer separation for the four cases after NPT relaxation at T = 
300 K and P = 0 bar.  

 
In order to evaluate the inter layer separation; we computed the distance between the center of 
mass of each pair of adjacent layers at several instances of time. The distribution is plotted in 
Figure 3.3.4. Gaussian distribution was observed with a peak value 3.43±0.01 Å after NPT 
relaxations for all cases. Based on the above results, we choose Case 3 with RSR = 3.0 Å and RLR 
= 3.1 Å for all the Tersoff based equilibrium simulations.  
 
3.3.3 Thermal Transport  
 
In this section, we report thermal conductivity simulations of graphite using MD simulations. 
Given the anisotropic structure, calculation of thermal conductivity of graphite is non-trivial. 
Two most popular computational methods for calculating thermal conductivity are the 
Boltzmann Transport Equation (BTE) and MD simulations. While BTE makes use of phonon 
frequencies and group velocities, and relaxation times for calculating the conductivity, non-
equilibrium MD simulations (NEMD) [14] evaluate conductivity from the slope of the 
temperature gradients that is allowed to develop in the simulation cell. Alternately, Green [15] 
and Kubo [16] have used the fluctuation dissipation theorem (FDT) [17] to relate the thermal 
conductivity to the time integral of the heat auto correlation function (HACF) under equilibrium 
conditions (GK expression). This method is essentially equivalent to the Einstein expression that 
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relates the thermal conductivity to the correlation of first moment of energy. We note that the 
GK form is more widely used in MD simulations as the Einstein form is not directly compatible 
with periodic boundary conditions (PBC) that are often employed in equilibrium MD 
simulations. Recently [18, 19], the Einstein form has been successfully used by calculating the 
energy moment as the integral of heat current; the two forms are discussed below. In the next 
sub-sections, we will discuss how the Einstein form can be used to relate the thermal 
conductivity to the covariance of the heat current if energy moment is calculated as the integral 
of the heat current. The co-variance form is readily amenable to error analysis, which is 
important for design and scoping studies. A detailed derivation of the Green-Kubo formalism 
based on [20] is shown in Appendix B. 
 
3.3.3.1 Einstein and Green-Kubo Forms 
 
The Einstein relation for thermal conductivity tensor is given by 
 

( ) ( ) ( ) ( )2

1 1lim 0 0
2

E

t
B

t t
Vk T t→∞

= − ⊗ −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦k R R R R   (3.3.17) 

 
Or in the scalar form  
 

( ) ( )( ) ( ) ( )( )2

1 1lim 0 0
2

E
xy x x y yt

B

k R t R R t R
Vk T t→∞

= − × −   (3.3.18) 

 
Here R is the energy moment which for an N atom system is defined in Eqn. (3.3.19). V is the 
system volume, T is the system temperature, t is time and kB is the Boltzmann constant. The 
subscripts x and y refer to the component of the tensor/vector. The microscopic heat current or 
heat flux J is formally defined as the rate of change of energy moment given by Eqn. (3.3.20) 
 

( ) ( ) ( )
1

N

i i
i

t t tε
=

=∑R r    (3.3.19) 

 

( ) ( ) ( ) ( )
1

 
N

i i
i

t t t
t t

t ε
=

∂ ∂
=

∂ ∂
= ∑J R r    (3.3.20) 

 
Where εi is the total energy of ith atom 
 
The above definition of R is not compatible with the periodic boundary conditions (PBC) 
typically used in equilibrium MD simulations. Thus the Einstein relation is seldom used in MD 
simulations for calculating thermal conductivity. Instead, the most widely used method for 
determining thermal conductivity using equilibrium MD is the Green-Kubo (GK) expression, 
which relates thermal conductivity to the correlation of the heat current given by Eqn. (3.3.24). 
Recently Kinaci et al [19] used the Einstein form in equilibrium MD to calculate thermal 
conductivity for both two-body LJ potential and three-body Tersoff potential and obtained results 
comparable to the GK method, In this method, R was divided into potential and kinetic parts and 
the image position of the atoms for every interaction was employed to make the Einstein form 
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compatible with PBC for the potential part. In the current study, we employ a related but 
different approach. We first calculate R as the integral heat current: 
 

( ) ( )
0

' '
t

t t dt= ∫R J    (3.3.21)  

 

( ) ( )1 1 2 22
0 0

1 1lim
2

t t
E
xy x yt

B

k J t dt J t dt
Vk T t→∞

= ×∫ ∫    (3.3.22) 

 
Substituting (3.3.21) in (3.3.18) reduces the Einstein relation to a form compatible with PBC as 
shown in Eqn. (3.3.22) – this is the form we use in the present study. Note that the Einstein 
expression reduces to  
 

( ) ( )2
0

1 lim 1 0
t

xy x yt
B

k J J d
Vk T t→∞

τ⎛ ⎞= − τ τ⎜ ⎟
⎝ ⎠∫    (3.3.23) 

Under the assumption of stationary ensemble, the GK form emerges as 
 

( ) ( )2
0

1 lim 0
t

GK
xy x yt

B

k J J d
Vk T →∞

= τ τ∫    (3.3.24) 

 
Thus Eqn. (3.3.23) reduces to the GK form with the limiting condition that the correlation 
between J(0) and J(t) decays to zero before τ/t becomes significant.  
 
Note that we can write Eqn. (3.3.22) in terms of R, which follows the central limit theorem 
(CLT). As R can be expressed as the sum of J, and since R follows the CLT, we expect that the 
correlation between J at different times is negligible, and that only the individual variances of J 
at different times add up leading to a finite thermal conductivity – this is a direct consequence of 
CLT. As long as J is separated by times greater than relaxation times of phonons, which is 
closely related to τ above, the Einstein expression can be reformulated as:  
 

( ) ( )( )2

1lim covariance ,
2

Cov
xy x yt

B

k R t R t
VK T t→∞

=    (3.3.25) 

 
3.3.3.2 Covariance Form 
 
When Eqn. (3.3.22) is discretized, the integral is replaced by a summation over finite time 
intervals leading to: 
 

( ) ( )2
1 1

1 1
2

L L
E
xy x i y j

i jB

k J t t J t t
VK T L t = =

= Δ × Δ
Δ ∑ ∑    (3.3.26) 
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2
1 1

1
2

L L
E x y
xy i j

i jB

tk J J
VK T L = =

Δ
= ∑∑    (3.3.27) 

 
Where x

iJ  is the component of heat current along x direction at t = ti 
 
Also we have 0x y

i jJ J= =  for all x,y,i,j as the system is in equilibrium. This leads to 
 

( ),x y x y
i j i jJ J Covarinace J J=    (3.3.28) 

 
Thus, we can define a covariance matrix (C) as: 
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⎡ ⎤
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⎢ ⎥
⎢ ⎥
⎣ ⎦

C   (3.3.29) 

 
( ),xy x y

ij i jC Covarinace J J=    (3.3.30)  
 
Substituting this back in Eqn. (3.3.27) 
 

2 2
1 1 1 1

1 1
2 2

L L L L
Cov x y xy
xy i j ij

i j i jB B

t tk J J C
Vk T L Vk T L= = = =

Δ Δ
= =∑∑ ∑∑   (3.3.31) 

 
Thus the thermal conductivity can be related to the summation of the covariance between heat 
currents at different instances of time. Although this form is identical to the Eqn. (3.3.22), this 
representation allows for reduction using the principal component analysis (PCA) as discussed 
later. 
 
3.3.3.3 Methodology for MD implementation 
 
The various expressions for computing thermal conductivity as discussed in subsections 3.3.3.1 
and 3.3.3.2 are summarized here: 

o GK Form    

    02
1

1
1

L
GK x y
xy i

iB

tk J J
Vk T =

Δ
= ∑                                             (3.3.32) 
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o Einstein Form   

    2
1 1

1
2

L L
E x y
xy i j

i jB

tk J J
Vk T L = =

Δ
= ∑ ∑                                     (3.3.33) 

o Covariance Form   

    
2

1 1

1
2

L L
Cov x y
xy i j

i jB

tk J J
Vk T L = =

Δ
= ∑∑                                        (3.3.34) 

Note that in the numerical implementation, the heat current J is sampled for L time steps and 
each time step has a duration of tΔ . Now we will discuss the analytical form for computing J.  
 
o Two-body LJ potential 

 ( )
1 1 1

1 .
2

N N N

i i ij ij i
i i j
ε

= = =

= +∑ ∑∑J v r F v  (3.3.35) 

o Three body Tersoff 

 ( )
1 1 1; 1; ,

. . .
2 2 2

N N N N
ij ij ikij ji ik jkik

i i ij ij i ij i ij i
i i j j i k k i j
ε

= = = ≠ = ≠

⎡ + ⎤⎧ ⎫⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + + + +⎨ ⎬⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎩ ⎭⎣ ⎦
∑ ∑ ∑ ∑

r r rrJ v F F v F v F v  (3.3.36) 

 
ij

kl
ij klv=∇rF   (3.3.37) 

Where νkl is the potential energy due to the interaction of atom k with atom l. Note the νkl is not 
necessarily equal to νlk for Tersoff potential as a result of the many body term (γij) which 
measures the bond order for atom i. Thus kl

ijF is the force on atom i from atom j due the potential 
energy of interaction of atom k with atom l. A detailed derivation for Tersoff potential for the 
form shown in Eqn. (3.3.36) is shown in Appendix C.  
 
To obtain the ensemble averages required in the above equations, heat current data is acquired 
through an overlapping buffer algorithm using equilibrium MD simulations [21]. Statistics is 
improved by collecting data from several independent MD runs with same initial positions but 
different momenta. Thus a large set of buffers (of the order of 10000) are typically needed for 
computing an ensemble average. For the GK form, each buffer is then multiplied with the initial 
heat current and then averaged to obtain the ensemble average for the heat current auto 
correlation (HACF). The HACF is then integrated to obtain the thermal conductivity. For 
Einstein form, each buffer is integrated and then multiplied as shown in Eqn. (3.3.33). It is then 
averaged followed by the evaluation of the thermal conductivity.  
 
3.3.3.4     Improving statistics using the Covariance method 
 
As discussed earlier, the Einstein form is obtained by adding each term of the covariance matrix 
(shown below) and then dividing the sum by the size of the matrix. Dropping the superscript for 
direction 
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We will show how the heat current auto correlation (HACF) is related to the covariance. 
 

( ) ( ) ( )1 1i i iHACF t J t J t C= =    (3.3.39) 
 

12
1

1
1

L
GK

i
iB

tk C
VK T =

Δ
= ∑    (3.3.40) 

 
Thus the HACF is simply given by the first column of the covariance matrix. This is the usual 
method for calculating the thermal conductivity in MD simulations. The statistics of the above 
method can be improved as follows 
 

( )
1 1

1 , 1
1 1

1 1
1 1

L i L i

i k k i k k i
k k

HACF t J J C
L i L i

+ − + −

+ − + −
= =

= =
+ − + −∑ ∑   (3.3.41) 

 
Thus HACF can be written as the average of each successive diagonal. It should be noted that 

1k k iJ J + −  should be constant for a given i and for all k under the assumption of a stationary 
ensemble. Thus, the two methods would give the same result, in theory. However, for limited 
data derived in MD simulations, there would be slight fluctuations in 1k k iJ J + −  over different k 
values. Thus, the covariance method would lead to better statistics. 
 
We will evaluate how the two forms evolve in time, i.e. how the value of conductivity would 
change as we evaluate the summation over the correlation time. As discussed above, consider 

1k k i iJ J f+ − =  
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t
VK T

α
Δ

=    (3.3.43) 

 
We can observe the thermal conductivity can be expressed as 
 
• GK Form 

 1 2 3
1 ....
2

GK

L
k f f f f
α

= + + + +   (3.3.44) 

 
• Einstein Form 

 1 2 3
1 1 2 1....
2

E

L
k L L L Lf f f f

L L Lα
− − + −

= + + + +   (3.3.45) 

 
Thus, the GK evaluation is more prone to noise from the MD system relative to the covariance 
evaluation. Thus the statistics of the Einstein form can be improved by evaluating the summation 
for a larger time while serious attention has to be paid to find the right cutoff time while using 
the GK form. 
 
3.3.3.5      Principal Component Analysis (PCA)  

 
If the heat current is sampled for L time steps, S times, then the data can be represented by an S 
by L matrix as shown below. Each row of the J_data  matrix represents a buffer or one sample of 
heat current data. Each column represents the heat current at particular time step measured over 
different samples. Thus, we have S measurements of heat current that has a dimensionality of L.  
 

1 1 1 1
1 2 3
2 2 2
1 2
3
1

1 2

.
. .

_ . . . .
. . . . .

. .

L

L

S S S
L

J J J J
J J J

J data J

J J J

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

   (3.3.46) 

 
The data shown in Eqn. (3.3.46) suffers from redundancy and noise; they can be removed by 
finding a new basis set for the L dimensional space. Thus, we need to find an orthonormal basis 
such that the resulting covariance matrix can be diagonalized. A diagonal covariance matrix 
implies that the data along the different basis vectors is not correlated – thus redundancy of the 
original data can be reduced.  
 
Further, the basis vectors are arranged in decreasing order of the variance along them. Thus we 
can also rank the components along the directions that have the highest variance because they 
cover the maximum spread in the data. In particular, components along the directions with low 
variance can be neglected as they are quasi-redundant or represent noise. The transformation into 
a diagonal covariance matrix is the basis of the so-called principal component analysis (PCA) – 
the new basis vectors are called the principal components of the data. The principal components 
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are obtained by deriving the eigenvectors of the covariance matrix of the original dataset, 
arranged in the decreasing order of their eigenvalues. If we have P dominant eigenvalues, then 
we can represent most of the variation of the data by its component along the corresponding P 
dominant eigenvectors. Thus we can reduce the L dimensional space to a P dimensional space. 
 
This PCA reduction is also physically significant as each eigenvector represents a particular 
mode of oscillation of the heat current. Thus the evolution heat current can be represented as a 
superposition of a few dominant modes of heat current oscillation.  
 
3.3.3.6 Results 
 
Two configurations were studied – in the first one (case A), the graphite simulation cell is 
oriented about the principal coordinate axis while the in second one (case B), it is rotated 28.79 
degrees about the y axis. The two configurations are shown in Figure 3.3.5. Note that both 
configurations have a linear length of ~30 Å in each direction.  
 
The simulation samples are equilibrated at 300 K and zero pressure using Berendsen thermostat 
and Berendsen barostat. Heat currents are calculated after an equilibration period of 1000 ps; the 
data is divided into 2000 buffers, each 100 ps long and separated by 0.43 ps. 30 independent 
measurements are recorded resulting in a 60,000 buffers of heat current data that spans ~100 ps. 
With a sampling frequency of 102 THz, we obtain heat current values for 10,000 time steps for 
each buffer. Thus, using the nomenclature discussed previously, we have L = 10,000 and S = 
60,000 for the covariance matrix, where each row represents a measurement while each column 
represents heat current at a particular instant 

 
(a)                                                                         (b) 

Fig. 3.3.5 Graphite configuration for thermal conductivity analysis (a) cell oriented along the 
principal coordinates (case A), (b) cell rotated 28 degrees about the y axis (case B). 
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Fig. 3.3.7 Distribution of Jx and Rx: Case A for 30 independent cases (a total of 60000 buffers) 

As stated earlier Figure 3.3.7 shows that R follows the central limit theorem and its variance 
grows with τ. It should be noted that this behavior is valid only for times much larger than tc 
where tc is the correlation time. For smaller times, individual J values are correlated and the 
central limit theorem will not be valid. This is observed in the integral of HACF in Figure 3.3.9 
and the covariance matrix in Figure 3.3.10 as the heat currents are highly correlated initially and 
correlation dies down in roughly 30-40 ps. Thus after 50 ps the integrals remain relatively 
constant indicating that the variance of R grows linearly with time.  
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Fig. 3.3.8: Heat autocorrelation function for (a) Case A, and (b) Case B. For comparison each 
plot has been normalized to the initial correlation along y (armchair) direction. 

Figure 3.3.8 shows the xx, yy, zz and xz components of the HACF for cases A and B. All the 
plots have been normalized to the initial correlation along yy. For case A, for which the sample is 
oriented along the principal coordinate axes, both the basal heat current correlations (xx and yy) 
show very similar behavior. However, the zz correlation, which is perpendicular to the basal 
plane, decays much quicker and shows high frequency oscillations (~45 THz) that is not seen in 
the xx and yy directions. It is interesting to note that the zz correlations with Lebedeva potential 
also shows 40 THz frequency (results not shown). Further, the oscillations are much more 
prominent with the Lebedeva potential compared to those with LJ potential. The stronger 
correlation has a direct effect on the conductivity – with Lebedeva potential a thermal 
conductivity of ~30 W/m-K along the z direction is obtained compared to 4.5 W/m-K observed 
with the Tersoff/LJ potential. Further, the basal thermal conductivity using the Tersoff/LJ 
potential is much higher ~2700 W/m-K while the Lebedeva potential results in a value of ~2300 
W/m-K.  
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Fig. 3.3.9: Convergence of thermal conductivity using GK and covariance method: (a) Case A, 
and (b) Case B.  

 
 
A wide variation is reported in the literature [1, 22-24] with the basal plane thermal conductivity 
ranging from 100 W/m-K to 2000 W/m-K. Experimentally, the basal plane thermal conductivity 
for a single layer graphene with no interlayer potential is ~5000 W/m-K [25]. As more and more 
layers are stacked, the basal plane conductivity reduces due to the inter layer interaction [24, 25]. 
Thus a higher basal plane conductivity with Tersoff/LJ potential with phonon optimized 
parameters [10] indicates a weaker interlayer interaction. The results for Case B, which is rotated 
28.79 degrees about the y axis, shows finite off-diagonal thermal conductivity of -700 W/m-K, 
approximately, along the x’z’ plane. Corresponding values for x’x’ and z’z’ direction are 1200 
W/m-K and 400 W/m-K, respectively. These values are close to -800 W/m-K, 1500 W/m-K and 
450 W/m-K that are expected from a direct tensor rotation from Case A. However, the 
conductivity along yy for Case B (~3000 W/m-K) is not in good agreement with the expected 
value of 2000 W/mK. This discrepancy possibly arises from the 3rd neighbor LJ interaction 
(between 3.0 Å and 3.1 Å), a weak interlayer interaction or a lack of sufficient averages.  
 
We have also used the AIREBO potential [5] in LAMMPS[26] software to calculate the thermal 
conductivity of the two systems (A and B). The AIREBO potential, interestingly, predicts a 
much lower basal plane thermal conductivity (~250-300 W/m-K) though the out-of-plane 
conductivity of ~5 W/m-K is closer to the experimental value. A comparison of the thermal 
conductivity integrals using the covariance method for Case B with those obtained from tensor 
rotation of Case A is shown in Figure 3.3.11 – the two sets are seen to be in good agreement. 
Note that the yy thermal conductivity does not show much variation as expected.    
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Fig. 3.3.10: Convergence of thermal conductivity using the GK and covariance methods with 
AIREBO: (a) Case A, and (b) Case B.  

 
The convergence of the thermal conductivity using the covariance method is more stable and 
shows less noise compared to that of the GK method for both cases.   
 
Note that these integrals have been computed using 100 independent runs. Also the form for heat 
current used in LAMMPS is not the same as the one described by Eqn. (3.3.36). LAMMPS uses 
a different form as given by Eqn. (3.3.47). In a separate study we observed that the form given 
by Eqn. (3.3.47) tends to underestimate the basal plane conductivity compared to Eqn. (3.3.36) 
for graphene. 
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. . .
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r r r
J v F F v F v F v                    (3.3.47) 

 
We will now discuss the results from the PCA analysis. As shown in Fig. 3.3.7, we can note that 
both R and J have a normal distribution centered at zero.  
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Fig. 3.3.11: Comparison of thermal conductivity (Covariance form) of Case B, and those from 

tensor rotation of Case A. 

Figure 3.3.12 shows the data structure of the covariance matrix. It may be noted that the indices 
that run from 1 to 10,000 represent time evolution from 0 to 100 ps. As expected, the covariance 
is dominated by the diagonal element. The width of the non-zero data near the diagonal 
corresponds to the thermal relaxation time discussed before; the CLT will be valid for J 
separated by times larger than this. For xz covariance    (Case A), there is no correlation between 
heat current in x and z, and the covariance matrix depicts a noise in the data set. For Case B, 
however, there is a finite and significant correlation because of the rotation. 

Next, we will discuss the PCA analysis. Here we will present the results from Case A for heat 
current along the x direction.  
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(a)                                                                                    (b) 

 
(c)                                                                                    (d) 

 
(e)                                                                                    (f) 

Fig. 3.3.12: Covariance matrix (GJ2/cm4sec2) for Case A (a) xx, (c) zz, (e) xz, and Case B (b) zz, 
(d) zz and (f) xz. 
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Fig. 3.3.13: (a) Eigenvalues of the covariance matrix, (b) cumulative and eigenvector coverage.  

Figure 3.3.13 shows the eigenvalues of the covariance matrix and the percentage of original data 
covered by the corresponding eigenvectors. We can observe that heat current is dominated by the 
first ten or twenty eigenvectors. The cumulative percentage plot shows that first 1000 vectors 
covers 70% of the data, i.e., the top 10% of the eigenvectors covers 70% of the heat current data; 
note that each eigenvector represents an independent mode of vibration of the heat current (in the 
eigenvector space). Figure 3.3.15 depicts the first 10 eigenvectors – it is interesting to note that 
the behavior of J is dominated by the low frequency modes. Since the eigenvectors represent a 
new orthonormal basis for the heat current data, each heat current buffer (100 ps long 
measurements) can be resolved into components along these eigenvectors. Figure 3.3.14 shows 
the components of one such buffer of the heat current in both the orthonormal basis and time 
basis. 
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Fig. 3.3.14: Components of data in one J buffer in (a) eigenvector space, and (b) real time.  
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Fig. 3.3.15: Eigenvectors of the covariance matrix. 

 
Now we will consider a particular measurement set of  the heat current data, i.e. from a single 
buffer given by J. Note that J is a L dimensional vector with L=10,000. Let E represents the 
matrix whose columns have the first P eigenvectors of the covariance. We can derive the 
components of J in this reduced basis of dimension P as follows:  
 

( )1, 2, L,. .original org org orgJ J J=J   (3.3.48)   
 

( )1,Re 2,Re P,Re. .Reduced d d dJ J J=J   (3.3.49)   
 

( )1, L,. .Reconstructed Rec 2,Rec RecJ J J=J   (3.3.50)   
 
Where JOriginal is the original heat current vector for a single buffer and JReduced is its 
representation in the eigenvector basis with only P eigenvectors. JReconstructed is then the 
reconstruction of heat current back in the original basis set using components only along P 
eigenvectors.  

Let us define a matrix E, composed of the P most dominant eigenvectors of the covariance 
matrix 



Page	
  73/145	
  
 

1 2

. . . . .

. . . . .
. .

. . . . .

. . . . .

P

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

E Eig Eig Eig   (3.3.51)   

 
The component of JOriginal along ith eigenvector is given by   

i,Re .d Original iJ = J Eig                                                                                 (3.3.52) 

Thus JReduced and JReconstructed can be written as 

Reduced Original= ×J J E        (3.3.53)   

T
Reconstructed Reduced= ×J J E     (3.3.54) 
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Fig. 3.3.16: Reconstruction of J using the most dominant eigenvectors. 
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Fig. 3.3.17: Reconstruction of energy moment using the most dominant eigenvectors. 
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Fig. 3.3.18: HACF reconstruction using the most dominant eigenvectors. 
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Fig. 3.3.19: Convergence of the reconstructed thermal conductivity (Covariance form) from 

dominant eigenvectors 
 

Figures 3.3.16 and 3.3.17 show the reconstruction of J and R using the reduced dimensional 
space of P. It is interesting to essential temporal behavior of J and R can be captured with just 20 
eigenvectors – this represents only 0.02% of the total number of eigenvectors. The reconstruction 
of HACF and thermal conductivity is even better as seen in Figures 3.3.18 and 3.3.19. While the 
thermal conductivity converges with just five eigenvector, the reconstruction of HACF needs 
~30 eigenvectors. This indicates that the thermal conductivity is dominated by the top five 
lowest frequency modes; the higher frequency modes only add noise that cancels off in the 
integral. In other words, the thermal conductivity of the system is dominated by the slow modes 
of the heat current. It may be noted that the conductivity integrals shown in the reconstruction 
are computed using the covariance method; similar results are obtained from GK and Covariance 
forms. 
 
While the individual components of heat current along the three independent directions are 
Gaussian centered at zero, the magnitude of total heat current vector shows a Maxwell 
distribution as shown in Figure 3.3.20. It can be noted that standard deviation in the individual 
heat current components increases linearly with temperature. As thermal conductivity is 
proportional to σ/T2, where σ is the variance and T is the temperature, a linear variation of the 
standard deviation with temperature indicates that the variation of thermal conductivity with 
temperature can only result from a change in the correlation decay time and not on the strength 
of the initial correlation.   
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Fig. 3.3.20 Distribution of the magnitude of total heat current vector at differ temperatures. 
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Fig. 3.3.21 Variation of the standard deviation in the heat current with temperature. 
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3.3.4 Radiation Cascade Simulations 
 

 
Fig. 3.3.22: Configuration of the radiation cascade simulation. The basal planes are along x and y 

directions.   
 

A radiation damage event begins with the interaction of an energetic incident particle – neutron 
in the current investigation – with a lattice atom. The knocked atom is typically known as the 
primary knock-on atom (PKA). The PKA absorbs energy and gets displaced from its equilibrium 
position, thereby transferring energy to the surrounding atoms. Thus a displacement cascade 
ensues, which leads to the formation of a large number of transient defects in femto to 
picosecond timescales. Due to rapid cooling, most defects condense leaving behind a small 
number that morphs into extended defects over a timescale that ranges from microseconds to 
seconds and years. 
  
The energy transfer and structural relaxation following radiation in graphite is investigated using 
MD simulations. Recently, Hehr [49] has performed extensive MD cascade simulations on 
graphite for developing thermal neutron scattering cross-sections. The MD cascade simulations 
begins with additional kinetic energy imparted to the PKA along the x (in the basal plane) or z 
(perpendicular to the basal plane) direction  as shown in Figure 3.3.22. Several simulations were 
conducted with PKA energies varying between 20 eV to 10 keV; a head on collision with 1 MeV 
neutron, typically, creates a PKA of ~300 keV. The cubic simulation cell has a dimension of 160 
Å ×160 Å × 160 Å, and contains 500,000 atoms, approximately. The PKA, as shown in the 
figure (red atom), is at the center of the system. Three system temperatures were considered in 
this investigation: 300 K, 600 K and 900 K.  
 
To absorb excess energy imparted into the system through the PKA, a thermal boundary (blue 
region) is placed at the edges of the simulation box. Damped equations of motion at these 
thermal boundaries absorb the excess kinetic energy and inhibit the reflection of shock waves 
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into the interior. The boundaries, which are constituted by 6-10 atomic layers, are maintained at 
the corresponding system temperature during the cascade simulations. An ‘inner box’ as shown 
(grey region), typically encompassing 20,000 atoms (50 Å × 50 Å × 50 Å), is employed near the 
impact site to probe the local dynamical/structural relaxation in the disordered zone. The ‘inner 
box’ box is further divided into a ‘fore’ region that is ahead of the knock and a ‘wake’ region, 
which is behind the knock. 
 
Field data are constructed based on average molecular motion; they are low-order moments of 
the N atom distribution. Two thin slivers with a thickness of 6 atomic layers are chosen – the first 
one is a thin section in the xy plane, normal to the knock and the other in the xz plane, parallel to 
the knock. The chosen layers, which include the PKA, are then further divided into sub-regions 
and microscopic variables are averaged within each sub-region as described in Section A. The 
averaged variables are construed to be the two-dimensional representation of the continuum field 
data [27].  
 
3.3.4.1 Non-equilibrium Microscopic Thermodynamic Variables and Fluxes 
 
A momentum impulse on a primary knock-on atom (PKA) introduces a highly non-equilibrium 
shock-like environment. Thermodynamic variables and fluxes are evaluated in local regions of 
the simulation system and they are measured in a co-moving frame – a local frame of reference 
that is moving with the local macroscopic shock velocity  [27-30]. For any sub-region k, the 
macroscopic temperature is given by  
 

2

1

1
3

kN
kk

i ik
iB

T m
N k =

= −∑ u v                                                                               (3.3.55) 

 
Where T and N are the temperature and the number of atoms in sub-region k, respectively, kB is 
the Boltzmann constant, and ui is the velocity of atom i in sub-region k. The average 
macroscopic velocity v of the sub-region k is determined as 
 

1

1 kN
k

i
ikN =

= ∑v u                                                                                          (3.3.56)   

 
The macroscopic pressure in the sub-region k is given by 
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P m
V = >

⎛ ⎞
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∑ ∑u v f r                                                                                   (3.3.57) 

 
where Vk is the volume of the sub-region k, and fij and rij are the pairwise force and distance 
vector between two atoms, i and j, respectively. The mass (Jm), momentum (Jp) and heat (Jq) 
fluxes, analogously, are evaluated as 
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where ej is the sum of the kinetic and potential energy of an atom j. Additional smoothening of 
the thermodynamic and field variables [27] can be performed through kernel and statistical 
estimators; however, bin or sub-region averaging has been observed to be adequate for extracting 
the field information with sufficient smoothness. While the kinetic energy and the momentum of 
an atom can be uniquely defined, the potential energy can only be defined for a system of atoms. 
We assume that the potential energy can be represented pairwise, and it is shared among the two 
atoms. While there is no rigorous justification, the pair-wise partitioning is useful for the 
microscopic theoretical development.  Equations (3.3.55)-(3.3.60) assume the Boltzmann 
equipartition of energy. At very short times, following the radiation impact, i.e., at extreme non-
equilibrium conditions, the equipartition does not hold true. Thus even scalar quantities such as 
temperature will have directional dependence [30-34]. The components of the temperature and 
pressure tensors in the sub-region k are given by 
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where α denotes a specific direction. The total temperature is defined as one third of the trace, 
which is expressed as 
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k k k k
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The pressure tensor components and the scalar pressure in the sub-region k are given by 
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3.3.4.2 Isoconfigurational Ensemble 
 
Isoconfigurational ensembles (IC) are used to analyze the motion of specific atoms or group of 
atoms following a radiation impact; they have been developed in the past to ascertain the 
dynamical behavior in disordered media such as glasses and supercooled liquids [35-40]. In an 
isoconfigurational ensemble, as depicted in Fig. A4, several copies of the same configuration are 
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allowed to evolve in time, however, with different initial momenta drawn from a Maxwell-
Boltzmann distribution, for each copy.  
 
 
 
 
 
 
 
 
Fig. 3.3.23 Isoconfigurational ensemble in radiation simulations: several copies evolve in time, 
following radiation, starting with identical structures; however, possessing different initial 
momenta. The PKA momentum and energy are preserved in all the copies. 
 
The dynamical variables for each atom are then averaged over the different copies; this gives a 
powerful analysis methodology in radiation analysis for identifying the most probable trajectory 
of an atom of interest such as the PKA. From the calculated displacements in each direction we 
then determine the distribution of the displacements; we have observed that the displacement 
distributions do not differ significantly with different starting configurations. Typically, 100 
isoconfigurational copies having different momenta are needed to generate statistically 
significant displacements. The isoconfigurational average of an atom i is expressed by 
 

( ) ( )
1

1 ,
M

i iic
k

q t q k t
M =

= ∑                                                                                           (3.3.65) 

 
where q denotes the directional displacements along the x, y and z directions, and M stands for 
the number of copies in the isoconfigurational ensemble; mean squared displacements, which are 
known as propensities [35-40], and other metrics that are dependent on the position, can also be 
computed in an analogous manner. Isoconfigurational ensemble allows visualization of the 
displacements for each atom. A displacement map is constructed by assigning a sphere of radius 
(Rs) given by  
 

( ) ( ) ( ){ }min max minexp / 2 / 1 / 2 log /s iR R R N N R R= − −                                                (3.3.66) 

 
to the initial position of the atoms. Rmin and Rmax take the values 0.01 Å and 0.5 Å, respectively, 
Ri is a sorted integer rank of the displacement values, and N is the total number of atoms in the 
simulation [41]. The spatial correlations of the displacements at different times can be visualized 
in real space and they give rich clues to the dynamical behavior of the atoms [38].  
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3.3.4.3 Results with Tersoff+ZBL+LJ potential 
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Fig. 3.3.24 Mean square displacement (MSD) of a 500 eV PKA along x direction.  
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Fig. 3.3.25: Energy accretion and relaxation of a 500 eV PKA along x direction. 

 
Figure 3.3.24 shows the mean square displacement (MSD) of a 500 eV PKA along the x 
direction. Interestingly, it shows logarithmic increase with time between 0.01 ps and 0.1 ps after 
which it starts to vibrate about its mean position. A logarithmic response is unusual in general 
dynamical systems as it arises from hierarchical or correlated serial constraints rather than 
independent parallel constraints [42]; it is observed in densification of powders [43], granular 
media [44], kinetics of amorphous phase transitions [45], and in slow aging of structural glasses, 
complex liquids and proteins [46]. Following the mechanical analogy, the PKA after receiving 
the knock energy distributes the excess kinetic energy preferentially to its nearest neighbors, who 
in turn redistributes to their neighbors in a sequential manner. Thus a hierarchical cage is built 
ahead of the PKA as it traverses through the material with the faster atoms in the immediate 
vicinity of the PKA controlling the response of the slower atoms. Such a mechanical constraint is 
made possible in graphite through the strong EAM and covalent bonds. 
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Fig. 3.3.26: (a) Distribution of potential energy per atom, and (b) distribution of bond angles.  
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Fig. 3.3.27: Energy distribution above and below equilibrium values.  

 
 
As shown in Figure 3.3.25, the PKA energy also relaxes in approximately 0.1 ps. Notice the 
sharp peaks in the potential energy curves indicating the secondary collisions and the 
corresponding sharp reductions in kinetic energy. Figure 3.3.26 shows the initial and final (5ps 
after the knock) distribution of the potential energy and bond angles. The initial distribution for 
potential energy is Gaussian centered at -7.8 eV; at 0.5 ps after the knock, we observe two 
additional peaks at -8.4 eV and -6.5 eV. This indicates that after the knock there is a group of 
atoms that becomes less stable, while there is another group of atoms that becomes more stable 
compared to an equilibrium distribution, which is surprising.  
 
In Figure 3.3.27, we depict the number of atoms above or below the equilibrium distribution. 
Although, there is a sudden increase in the number of unstable atoms as the atoms are displaced, 
we observe that after 5 ps of relaxation, the number of atoms that attain a more stable state is 
slightly greater than those which become less stable. The flip occurs at approximately 0.5 ps 
after which it remains relatively constant. Note that the number of atoms at a higher energy state 
is directly related to the number of defects in the system. Each defect will have a different energy 
signature, thus the number of atoms belonging to a particular peak can be used as a measure of a 
specific type of defects. For an equilibrium system, the bond angle distribution is Gaussian 
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centered at 120 degrees. After knock, we observe a cluster of bonds at angles 109, 1130, 145 and 
155 degrees, indicating the formation of non-six membered rings.  

 
Fig. 3.3.28 Defected configuration on the basal plane near the PKA after 5ps following radiation 

knock.  
 

As shown in Figure 3.3.28, a small fraction of the atoms outside the equilibrium energy 
distribution has formed 6 atom triangular structures - such structures are not observed 
experimentally and appear to be an artifact of the potential. This peculiar observation can be a 
consequence of the Tersoff potential or can arise from the long range LJ potential that becomes 
active for the 3rd neighbor atoms belonging to the same layer. We believe that the attraction 
between the 3rd neighbor atoms is a more plausible explanation.  
 
Thus we conclude that the Tersoff potential in its present form is not suitable for radiation 
cascade simulations. Instead, we have down-selected the AIREBO potential, which considers the 
conjugation effect as well as the torsion term that is not covered by the Tersoff potential. It has a 
secerned Columbic part and therefore, doesn’t need synthetically stitched to a ZBL potential. 
Further, the long ranged interaction in the AIREBO potential is switched off for up to first 3 
neighbors. The results that are shown next are obtained using the LAMMPS [26] implementation 
of the AIREBO potential. As expected, with the AIREBO potential, non-physical triangle-like 
defect formations were not detected. 
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3.3.4.4 PKA Analysis with AIREBO Potential  
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    (e)                                                                          (f) 

Fig. 3.3.29 Displacement of the PKA for: a knock along x direction at: (a) T = 300 K, (c) T = 600 
K, (e) T = 900 K and a knock along z direction at: (b) T = 300 K, (d) T = 600 K, (f) T = 900 K.  

 
With the same configuration described previously, we first investigate the motion of the PKA 
averaged over 10 isoconfigurational runs. Figures 3.3.29 & 3.3.30 show a variation of PKA 
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displacement with knock energy and direction at three temperatures –300 K, 600 K and 900 K. 
Knocks along x axis (on the basal plane) and z axis (perpendicular to basal plane) are studied. It 
is observed that the PKA displacement shows an initial ballistic phase for 10-3 ps and then 
increases logarithmically till ~0.1ps, after which the PKA is brought to rest and become in 
thermal equilibrium with the surrounding atoms. It was observed that the relaxation with 
AIREBO potential was faster compared Tersoff+ZBL. Thus, for the same knock energy a PKA 
suffered greater displacements with Tersoff+ZBL potential compared to AIREBO. 

100 1000 10000
0

5

10

15

20

25

30

35

 

 

D
is

pl
ac

em
en

t (
Å

)

PKA Energy (eV)

T =
 300 K, x knock 
 300 K, z knock
 600 K, x knock
 600 K, z knock
 900 K, x knock
 900 K, z knock

 
300 400 500 600 700 800 900

5

10

15

20

25

30

35

 

 

D
is

pl
ac

em
en

t (
Å

)
Temperature (K)

Eknock = 
500 eV, x dir
500 eV, z dir
3 keV, x dir
3 keV, z dir
5 keV, x dir
5 keV, z dir

 
     (e)                                                                             (f) 

Fig. 3.3.30 Variation of PKA displacement with (a) knock energy, and (b) temperature.  
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Fig. 3.3.31 Mean square displacement of the PKA with knock energy (a) 500 eV, (b) 5000 eV.  
 

For a knock along the z direction, the ballistic phase continues longer than the x direction as the 
interatomic distances perpendicular to the basal plane are larger – the interlayer separation 
perpendicular to the basal plane is ~3.34 Å while the C-C bond length along the basal plane is 
~1.45 Å. Also, in the z direction, the PKA makes a near head-on collision, which is manifested 
as a kink in the isoconfigurational displacement. In contrast, for the PKA that is along the x 
direction, there is a gradual transformation from the ballistic stage to logarithmic stage. A similar 
behavior is also reflected for the energy relaxation as shown in Figure 3.3.32. For a PKA along 
the x direction, the kinetic energy decreases gradually with several small peaks in the potential 
energy curve. For a PKA in the z direction, however, the kinetic energy shows sharper dips with 
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corresponding peaks in the potential energy. For energies lower than 50 eV, the PKA along the x 
direction shows negligible displacements (the displacements are bounded by the distribution 
shown in Figure 3.3.49) whereas a PKA along the z direction gets reflected back after the first 
collision. For energies above 50 eV, the PKA does not return back to its initial position (for 
knocks along both x and z direction). The total displacement of the PKA appears to show a near 
logarithmic variation with knock energy though more averaging is required to obtain a smoother 
curve.  
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Fig. 3.3.32: Energy relaxation of the PKA with knock energy (a) 500eV, (b) 5000eV at T=300 K. 
 

At 500 eV, the PKA displacement is relatively independent of the system temperature. For 
higher knock energies, the displacement tends to increase with the system temperature except for 
the 3000 eV knock along the x direction, which is a clear outlier. Also for a given knock energy, 
PKA along the x direction is displaced more relative to a z direction knock. This is again due to 
the head-on collisions that a PKA suffers by moving perpendicular to the graphite layers along 
the z direction. In contrast, a PKA travelling along the x direction suffers several glancing angle 
collisions with the basal layer atoms resulting in a greater displacement. As shown in Figure 
3.3.31, a similar behavior can also be observed from the mean square displacements.  
 
Figure 3.3.33 shows the distribution of the atoms in the inner box at 5 ps after the knock; it can 
be seen that as the knock energy is increased, more number of atoms are displaced from their 
equilibrium positions. Further, for the same knock energy, more atoms are observed to be 
displaced for a PKA along the x direction than along the z direction. This is a quite significant 
results which indicates that for the same neutron flux, greater damage would result if the flux is 
directed along the basal plane compared to when it is directed perpendicular to it. Along  the z 
direction, the PKA losses most of its energy through a single head-on collision away from the 
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site of its origin while for the x direction knock, the PKA loses its energy through several 
glancing angle collisions with atoms near its site of origin. Thus a PKA along the x direction is 
expected to cause more damage near its site of origin while that along the z direction would 
cause more damage away from it.  
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Fig. 3.3.33 Displacement distribution of atoms in the inner box at T = 300K (a) PKA along the x 
direction, (b) PKA along the z direction (perpendicular to the basal plane). 

 
3.3.4.5 Energy Distribution Analysis 
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Fig. 3.3.34 Potential energy distribution of a system under equilibrium (T = 300 K).  

 
The equilibrium potential energy distribution of the atoms inside the inner box is shown in 
Figure 3.3.34. It is Gaussian centered at -7.45 eV/atom with a peak value -7.3 eV/atom, and a 
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minimum value of -7.6 eV/atom. Henceforth, we shall refer to -7.3 eV as Ehigh and -7.6 eV as 
Elow. As seen in Figure 3.3.35, the distribution is distorted by a radiation knock; we observe four 
different energy states in the distribution after the knock at 5 ps. Note that most atoms are still 
bounded by the equilibrium distribution. 
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Figure 3.3.35: Energy distribution after knock along (a) the x direction, (b) the z direction at 5 ps. 
The initial temperature is 300 K. 

 
There is a small fraction of atoms that attain an energy state close to -8 eV which is more stable 
than the equilibrium energy of -7.45 eV – this may be an artifact of the interatomic potential. 
However, the number of atoms is quite small in this energy range. As expected, the width of the 
equilibrium peak broadens with a greater expansion near the higher energy end. Amongst the 
atoms with an energy above the equilibrium value, there is a prominent group that cluster at an 
energy of -5 eV, approximately, while a smaller fraction clusters at -2.5 eV, approximately. Thus 
we uncover five groups of atoms: The first belonging to the equilibrium distribution, the second 
that lies at the high energy edge of the equilibrium distribution and the three groups that have 
energies of -8 eV, -5 eV and -2.5 eV, respectively. The atoms belonging to the last three groups 
will represent specific types of defects.  
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Fig. 3.3.36 Number of atoms outside the equilibrium distribution at the higher energy end (a) T = 
300 K, (c) T = 600 K, (e) T = 900 K and those at the lower energy end (b) T = 300 K, (d) T = 

600 K, (f) T = 900 K. 
 

 
In Figure 3.3.36, we depict the number of atoms above or below the equilibrium distribution; it 
reaches a maximum at ~0.1 ps and then reduces slowly. Further, we can observe that system 
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anneals faster at higher temperatures. The atoms in the lower energy state show a reverse 
behavior; the number decreases initially then starts to increase after ~0.1 ps. 
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Fig. 3.3.37 Number of atoms outside the equilibrium energy distribution 5 ps after knock along 
(a) at a higher energy state, (b) at a lower energy state.  

  
Figure 3.3.37 shows the variation of number of atoms in the higher and lower energy groups. For 
both the groups the number increases linearly with knock energy. The variation also suggests 
that the number of atoms in the higher energy group after 5 ps is fairly independent of the initial 
system temperature. In contrast, the number of atoms belonging to the lower energy group 
strongly depends on the temperature (with the number decreasing with temperature). Thus the 
annealing of atoms belonging to higher energy state is much strongly dependent on temperature 
compared to atoms belonging to lower energy group. 
 
3.3.4.6 Bond Analysis 
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Fig. 3.3.38: Equilibrium distribution of (a) bond length, (b) bond angle.  
 
The equilibrium distribution of bond lengths and bond angles for the atoms inside the inner box 
is shown in Figure 3.3.38. Both are Gaussians with bond lengths centered at 1.4 Å and angles 
centered at 120 degrees. 
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Fig. 3.3.39 Bond length distribution at 5 ps after knock along (a) the x direction, and (b) along 
the z direction (T = 300 K). 
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Fig. 3.3.40 Bond angle distribution at 5 ps after knock along (a) the x direction, and (b) along the 
z direction (T = 300 K). 
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A radiation knock tends to increase the bond lengths of several atoms. While no new peaks are 
observed, it is interesting to note that the bond lengths that are affected by the knock are 
distributed exponentially. Thus the total bond length distribution appears to be a combination of 
an equilibrium Gaussian distribution and a non-equilibrium exponential distribution. For the 
bond angle distribution, as expected, a broadening of the main peak along both edges can be 
observed; however, the appearance of several new small peaks around 60 degrees and between 
80-100 degrees and 140-160 degrees indicates distorted basal plane defects. We has limited 
evidence to show that that these defects are topological in nature [47, 48] and they correspond to 
non-six membered rings as shown below in Figure 3.3.41. Note that all the non-six membered 
rings shown in the figure above do not form a topological defect. Presently, work is in progress 
to locate and count the number of such structures. As before, we observe that the damage caused 
by a PKA along the x direction is greater than that caused by a PKA along the z direction. 
 

 
Fig. 3.3.41 Graphite layer showing topological defects. 

 
3.3.4.7 Temperature, Stress and Energy Field Analysis 
 
We present the field results along the xy and xz slices passing through the center of the 
simulation box, i.e. the site of origin of the PKA, 5ps after the knock. 
 
Figures 3.3.42 and 3.3.43 show the varriation of the temperature field following a 5000 eV 
knock. For a knock that is along the x direction, the xz slice indicates that energy is rapidly 
disspiated in the direction of the knock. However, for a knock that is along the z direction, 
energy is dissipated perpendicular to the knock direction. In both the cases, the energy is 
transferred efficiently along the stronger basal plane bonds. A similar behavior is observed in the 
potential energy variation shown in Figures 3.3.44 and 3.3.45. These results further confirm that 
the PKA along the z direction causes more damage outside the inner box where it loses most of 
its energy. 
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(a)                                                                             (b) 

Fig. 3.3.42 Temperature distribution across the xz plane at the center of the system 5 ps after a 
5000 eV knock along (a) the x direction, and (b) along the z direction (T = 300 K). Knock 

direction shown by an arrow. 
 

  
(a)                                                                              (b) 

Fig. 3.3.43 Temperature distribution accross the xy plane at the center of the system 5 ps after a 
5000 eV knock along (a) the x direction, and (b) along the z direction (T = 300 K). Knock 

direction shown by an arrow. 
 

 
  (a)                                                                                (b) 

Fig. 3.3.44 Potential energy field caused by a 5000 eV PKA along the x direction, 5 ps after the 
knock at the center of the system across (a) the xy plane, and (b) the xz plane (T = 300 K). Knock 

direction shown by an arrow. 
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    (a)                                                                                (b) 

Fig. 3.3.45 Potential energy field caused by a 5000 eV PKA along the z direction, 5 ps after the 
knock at the center of the system across (a) the xy plane, and (b) the xz plane (T = 300 K). Knock 

direction shown by an arrow. 
 
The variation of the x component of the normal stress across the xy plane (Fig. 3.3.46) indicates 
that the center of the layer near the origin of the PKA is under tension and is surrounded by 
zones of compression and tension. This indicates the formation of ripples in the layer. The z 
component further indicates that the whole slice is under tension whose magnitude is highest 
around the center of the slice.     
 

 
(a)                                                                               (b) 

Figure 3.3.46 Normal stress field accross the xy plane caused by a 5000 eV PKA along the x 
direction, 5 ps after the knock at the center of the system (a) x component, and (b) z component 

(T = 300 K). Knock direction shown by an arrow. 
 

3.3.4.8     Displacement Analysis and Radial Distribution Function 
 
Figure 3.3.47 shows the standard deviation of the displacement of the atoms in the inner box. 
While the deviation in the z direction quickly rises to its peak value, the deviations along the x 
and y directions take a longer time to attain a steady state. Interestingly, at 300 K, the standard 
deviations in x and y directions show a pronounced increase at ~4 ps – this behavior can be 
explained from the generation of basal plane ripples. The radial distribution function for three 
temperatures (300 K, 600 K and 900 K) is depicted in Figure 3.3.48 while the distribution of the 
displacement of atoms inside the inner box under equilibrium conditions is shown in Figure 
3.3.49. 
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Fig. 3.3.47: Standard deviation of displacements (a) T = 300 K, (c) T = 600 K, (e) T = 900 K, 
and mean displacements (b) T = 300 K, (d) T = 600 K, (f) T = 900 K 
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Fig. 3.3.48: Equilibrium RDF at 300 K, 600 K and 900 K. Inset shows a zoom in of the first 

peak. 
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Fig. 3.3.49 Equilibrium distribution of the displacement of atoms inside the inner box.  

 
3.3.4.9         Defect Analysis 
 
In any isotropic material where the vibrations in x, y and z are symmetric, the best way to 
characterize a defect is by testing whether an atom is contained inside a sphere of a certain cutoff 
radius for each atom in the initial configuration. However for graphite, the vibrations are 
inherently anisotropic and the vibrations in the z direction are not equivalent to those in x and y 
directions. Testing the presence of an atom inside a cuboid of specific dimensions may appear to 
be promising; however, an analysis of the distributions along the x and y direction shows that the 
dimensions of such a cuboid will need to be periodically updated over time.  
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Another possibility is to test whether an atom is present inside an ellipsoid of a specific 
dimension. Such a condition would appear to be more suitable as the graphite atoms are vibrating 
inside an ellipsoid. However, the ratios of the standard deviation along the x, y and z directions 
should remain relatively constant. While the vibrations are not symmetric along x, y and z 
directions, we observe that the total displacement distribution remains invariant in time, to a 
good approximation; the standard deviation also remains relatively constant. Thus it becomes 
profitable to implement a cutoff radius for the displacements that lie outside the distribution but 
which are smaller than the first neighbor distance (~1.3 Å for all the temperatures). We tested 
this algorithm and found that it yielded an equal number of interstitials and vacancies. Several 
cutoffs between 0.5 Å and 0.8 Å were tried and the results for different knock energies, 
directions and system temperatures are presented below. 
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Fig. 3.3.50 Number of vacancies and interstitials with a 500 eV knock along the x direction at 

300 K. 
 

Figure 3.3.50 shows an increase in the number of vacancies after 1ps for low cutoff values. As 
the bond length is ~1.4 Å, a cutoff of more than 0.7 Å would lead to double counting of the same 
atom. Thus the cutoff has to be less than 0.7 Å. Physically, the number of vacancies should not 
show an increase after 1 ps as the system temperature and total energy relaxes within 1 ps (see 
Fig. 49). Earlier, we have seen that the number of atoms with higher energy states reaches a 
maximum value at ~0.1 ps – the number of vacancies therefore, should follow a similar behavior. 
Hence the results in Figure 3.3.51 suggest that the increase in the number of vacancies calculate 
by this algorithm is not due to the formation of stable vacancies from the displacement of atoms 
but from the high amplitude vibration of atoms 



Page	
  98/145	
  
 

 

0.01 0.1 1
300

302

304

306

308

310  Temperature
 Total Energy

time (ps)

Te
m

pe
ra

tu
re

 (K
)

-7.3944

-7.3942

-7.3940

-7.3938

 T
ot

al
 E

ne
rg

y 
(e

V
)

 
Fig. 3.3.51 Temperature and energy relaxation of the whole system for a 500 eV knock along the 

x direction at 300 K. 
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Fig. 3.3.52 Distribution of the displacement of atoms in the inner box along the x direction for an 

equilibrium system at 300 K. 
 
Figure 3.3.52 shows the distribution of the displacement of atoms in the inner box along the x 
direction for an equilibrium system at 300 K. The distribution is initially a Gaussian centered at 
zero; however, after 4 ps it splits into two peaks indicating the formation of ripples on the basal 
plane. Such a ripple formation leads to the sudden increase in the standard deviation in the x and 
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y displacements as discussed earlier. Thus the defect algorithm used previously cannot 
distinguish true defects from large amplitude ripples.  
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Fig. 3.3.53 Number of vacancies and interstitials for a 500 eV knock at 300 K.  
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Fig. 3.3.54 Comparison of number of vacancies calculated using a cutoff of 0.7 Å with the 
number of atoms with energy above the equilibrium energy distribution for a 500 eV knock 

along the x direction at 300 K.  
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To circumvent this deficiency, a slight modification is made to the algorithm. Whenever any 
configuration is compared with the initial configuration with a null result for vacancy detection, 
the initial configuration is replaced with the current configuration. The results from this 
modification are shown in Figures 3.3.53 and 3.3.54. As expected, a peak is observed at ~ 0.1 ps. 
A comparison of the plots of number of atoms in a higher energy state and number of vacancies 
shows that they follow the same behavior up to 0.5 ps. We do however; note an increase in the 
number of vacancies after 0.5 ps. This artifact comes from the incorrect frequency of defect tests. 
Currently, additional data is being collected to use the algorithm at all times. 
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3.4 	
  	
  	
  	
  Engineering	
  Creep	
  Model	
  Development	
  

3.4.1 Review of Models for Irradiation Creep of Graphite    
Over the years, different approaches have been used to describe the irradiation creep of graphite. 
Here we present briefly some of the models. 

3.4.1.1 Linear Visco-Elastic Creep Model: 

Linear visco-elastic model [1-5] is one of the earliest models used to describe the experimental 
data of irradiation creep of graphite. In this model total creep strain (ε ) is represented in terms 
of summation of primary and secondary components as: 
 

σγγ
σ

ε kb
E
a

+−−= )]exp(1[
0

                                                                                                   (3.4.1) 

where σ is the stress, E0 is the Young’s modulus of the unirradiated material, γ is the fast neutron 
flux, a and b are constants and k is defined as the steady state creep coefficient. In Eqn. (3.4.1) 
first and second term corresponds to the primary and secondary creep, respectively. Primary 
creep is recoverable upon release of load. Experimental data, described earlier has indicated that 
the primary creep saturates at approximately one elastic strain (σ/E0). Thus normalizing with the 
initial elastic strain, the true creep may be represented as: 

γε 01 kE+=                                                                                                                              (3.4.2) 

This equation has been used to describe the irradiation creep data of graphite from historical 
data. As described in Sec. 3.2, Burchell, has used this equation to fit the creep data of H-451  
graphite [6] and has obtained a good fit for the low dose data. 

3.4.1.2 The UK Creep Model: 
Most of early work on irradiation creep of graphite has been carried out in UK. The creep model 
developed in UK by Kelly et al. [7, 8] is essentially the modification of Eqn. (3.4.2). It assumes 
that the initial creep modulus is modified from irradiation as a result of both structural (S) and 
radiolytic oxidation (W) changes to the Young’s modulus. Thus the creep strain can be written 
as: 
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                                                                          (3.4.3) 

 
Here S is the structure factor given by the ratio of Young’s modulus at dose γ to that after the 
initial increase due to dislocation pining. W is the oxidation change factor (with respect to 
Young’s modulus) and is analogous to the structure factor. γ1 and β are empirical fitting 
parameters. Both elastic and creep strain components are known to modify the coefficient of 
thermal expansion (CTE) and the UK model incorporates this effect as a dependence on the sum 
of the elastic and creep strain components. 
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3.4.1.3 The M2 Model: 

Davies and Bradford [9] has modified the UK model by neglecting the term reflecting changes in 
the CTE and introducing an additional term recoverable creep. The new model (the M2 model) 
[9] describes the total strain as: 
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where α, β and ω are constants. The rates of saturation of the primary and recoverable creep 
components are controlled by the dose constants k1 and k2. Figures 3.4.1 and 3.4.2 show the fit of 
two sets of experimental data using the M2 model.  
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Fig. 3.4.1  M2 creep model prediction with experiment carried out at BR-2 reactor [9].  
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Fig. 3.4.2  M2 creep model prediction with ATR-2E tensile creep data irradiated at 500 °C in Petten 
reactor [9].  
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It can be seen that M2 model describes the observed data very well. However, for ATR-2E data 
the prediction deviates from the experimental data at larger doses. 

3.4.1.4 The Kelly and Burchell Model: 
The model proposed by Kelly and Burchell [6, 10, 11] is till date the best model for the 
prediction of irradiation creep of graphite. It takes into account of the sign of the applied stress in 
predicting the creep strain. Moreover, it accounts for the fact that creep produces significant 
modifications to dimensional change component of the stressed specimen compared to that of the 
unstressed one. The final form of the equation describing the induced apparent creep strain (ε ʹ′ ) 
is: 
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                                                                               (3.4.5) 

Where αx is the thermal expansion coefficient in the x-direction, αa and αc are the thermal 
expansion coefficients of the graphite crystal parallel and perpendicular to the basal plane. The 

term ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

γd
dXT corresponds to the change of crystallite dimension due to irradiation. This model 

has been shown to fit the experimental data very well. Fig. 3.4.3 shows a typical example of the 
prediction using this model. 
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Fig. 3.4.3 Comparison of predicted apparent creep strain (Kelly-Burchell model) and the experimental 
creep strain data for irradiation creep of H-451 graphite at 900 °C under a compressive stress of 13.8 MPa 
[6].  
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The Kelly-Burchell model has been used to predict irradiation creep of graphite is different 
conditions; this model works well for low temperature low dose data too. However, the model 
prediction is poor for high temperature and high dose data.  

In summary, there are various models for describing the irradiation creep data of graphite that 
give varying levels of accuracy in predicting experimental data. Models have improved over the 
years, however, none of them works well for high temperature and high dose data. This indicates 
that further studies are required to facilitate a fuller understanding of the mechanisms in 
irradiation creep. Towards this end we analyze the available data in the framework of thermally 
activated creep. 

3.4.2 Thermally Activated Creep Model 

Creep is essentially the high temperature time-dependent plastic deformation of materials under a 
constant stress. In general, three stages can be identified on a creep curve. In the initial stage, or 
primary creep, the strain rate is relatively high, but slows with increasing time due to work 
hardening. The strain rate eventually reaches a minimum and becomes nearly constant due to the 
balance between work hardening and annealing (thermal softening) resulting in the secondary or 
steady-state creep regime. This stage is the most understood and the characterized "creep strain 
rate" typically refers to the minimum rate in this secondary stage. Stress dependence of this rate 
depends on the underlying creep deformation mechanism. In tertiary creep, the strain rate 
exponentially increases with stress leading eventually to fracture.  

Phenomenological parameters expressing the dependence of the creep rate on temperature and 
applied stress are commonly analyzed in the framework of a thermodynamical theory of 
deformation and compared with the expected values if certain physical process controls the creep 
rate. Underlying mechanism of creep stems from either the motion of dislocations or from the 
transport of material. Both of these mechanisms are someway dependent on diffusion of atoms 
within the material. In general, diffusion process is governed by an Arrhenius equation [12]: 

)/exp(0 RTQDD −=                                                                                                               (3.4.6) 

where D is the diffusion coefficient and Q is the activation energy of diffusion. It is reasonable 
therefore, to expect that creep rate (ε! ) will have this exponential dependence on temperature 
[12] : 

)/exp( RTQ−∝ε!                                                                                                                     (3.4.7) 

The applied stress provides a driving force for dislocation movement and diffusion of atoms. As 
the stress is increased, the rate of deformation also increases. In general, it is found that [12]: 

nσε ∝!                                                                                                                                      (3.4.8) 

where n is termed the stress exponent and its value depends on which mechanism of creep is 
operating. Combining equations (3.4.7) and (3.4.8) gives the governing equation of the rate of 
steady state creep, which is expressed as [12, 13]: 
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)/exp( RTQA n −= σε!                                                                                                             (3.4.9) 

where A is a constant, T is the absolute temperature (in Kelvin) and R is the universal gas 
constant. The above equation can be rearranged into the following form:    

RTQnA /lnlnln −+= σε!  ,                                                                                                 (3.4.10) 

And the activation energy Q can be determined experimentally, by plotting the natural log of 
creep rate against the reciprocal of temperature as shown in Fig. 3.4.4. 
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Fig. 3.4.4  Schematic variation of lnε!  with 1/T to determine Q. 

The stress exponent n can be determined by plotting the strain rate as a function of stress in log-
log scale as shown in Figure 3.4.5. 
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Fig. 3.4.5  Schematic variation of lnε!  with lnσ to determine n. 
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If the creep mechanism is considered to be same for a particular set of experimental conditions 
(stress and temperature), the average value of n and Q can be determined by representing eqn. 
3.4.9 in terms of the Zener Hollomon parameter ( )/exp( RTQZ ε!= ), which is also known as the 
temperature compensated strain rate [12]. In this case Eqn. 3.4.9 can be written as: 

nARTQZ σε == )/exp(!                                                                                                       (3.4.11) 

Z can be plotted against σ in log-log scale, and n and Q can be simultaneously optimized to 
obtain a best strain line fit. These values of n and Q will then correspond to the best fit that 
represents the average values of these two parameters [14, 15]. 

3.4.3 Analysis of Irradiation Creep Graphite Using Thermally Activated Model 

Irradiation creep data for different grades of graphite are available in literature; however, most of 
them are for limited stress and temperature conditions. To analyze the creep data in thermally 
activated creep framework, the values of n and Q are required for a particular material at 
different conditions of stress and temperatures are required. Thus we choose three different 
grades of graphite for which irradiation creep data are available for multiple stress and 
temperature conditions [1, 7].  

Before describing the results of the analysis, we discuss the approach and limitations first. 
Thermal creep is a time dependent process – the creep strain, therefore, is measured against time 
with the creep rate being the time derivative of the strain. On the contrary, in case of irradiation 
creep, strain is monitored against dose. Thus to analyze the irradiation creep data in the thermally 
activated framework, the first task is to covert the data into a strain-time format. This can be 
done by dividing the dose with the dose rate of irradiation. However, this is not always straight 
forward to obtain the dose rate. For simplification, a single dose rate for a particular set of 
experimental data has been used in the present analysis. The most important point to be 
considered in our analysis is the limited number of data points. The values of n and Q obtained 
from the data analysis are dependent on the number of data points i.e. the creep rate 
corresponding to different stresses and temperatures. It is realized that at least data for three 
stress and three temperature conditions are required for satisfactory fit. However, data are often  
available only for two temperature conditions for a particular material. Thus care must be taken 
while interpreting the value of the Q from these data sets. Finally, the thermally activated 
formalism described in the previous section is based on the steady state creep rate. In the case of 
irradiation creep, steady state conditions are often not achieved, which in such cases, creep rates 
at a particular time are considered for the analysis.  

Data Set -1 [16] 

Gray [16] reported experimental data of irradiation creep of H-337 graphite. Irradiation creep 
experiments were carried out at ETR reactor in Idaho at two temperatures – 550 °C and 800 °C, 
and three different stresses 6.9, 13.8 and 20.7 MPa. Data are represented as creep strain versus 
dose plots. To convert the creep strain versus dose data to creep strain versus time, we have 
assumed a dose rate of 1×1013 n.cm-2.s-1.  
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Figures 3.4.6a and 3.4.6b show the creep strain against time plots for 550 °C and 800 °C 
respectively. 

 

 

 

 

 

 

 

Fig. 3.4.6 Creep strain against time plots for (a) 550 °C and (b) 800 °C for H-337 [16] . 

 

Figures 3.4.7a and 3.4.7b show the corresponding creep rate as a function of time 

 

 

 

 

 

 

 

 

Fig. 3.4.7 Creep rate as a function of time for (a) 550 °C and (b) 800 °C – extracted from Fig. 3.4.6. 

Since there is no distinguishable minimum or steady-state creep-rate at 550 °C (Fig. 3.4.7a), we 
considered rates at a constant time of 8×108 sec corresponding to the end of creep tests. 
However, at 800 °C (Fig. 3.4.7b) since the rates are inconsistent beyond around 5×108sec, creep-
rates at lower exposure times are considered where time-independent or steady state creep-rates 
all 3 stresses are noted. It is pertinent to mention here that thermal creep analysis is based on the 
steady state creep rate [13]. To be consistent with that creep rates corresponding to time 
5×108sec are chosen for analysis.  Fig. 3.4.8 shows lnε!  versus 1/T plots for H-337 graphite for 
experiments conducted at three different stress values; the predicted values of the activation 
energy (Q) are also shown in the plot. It can be seen that the Q value is stress dependent, and it 
varies from 18.8 kJ/mol to 75.6 kJ/mol. We do caution that the data is available at only two 
temperatures and thus there exists an undetermined uncertainty in the predicted numbers.  
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Fig. 3.4.8 Variation of lnε! against 1/T for H-337 graphite 

Fig. 3.4.9 shows the log-log plot of creep rate against stress for H-337 graphite for two different 
temperatures. Slope of the plot gives value of the stress exponent (n). Values of n are shown in 
the plot. It can be observed that the value of n is dependent on temperature; at 550 °C, the value 
of n is 2.8 while at 800 °C value of n is 1. In the creep theory, the value of n physically signifies 
the underlying creep mechanism [5, 13, 17] – thus change in the value of n with temperature is 
indicative of change in the creep mechanism with temperature. As data is sparse, the mechanism 
is currently unknown although it can be argued, based on the analogy with creep in metals, that 
at low temperature creep is governed more by dislocation activity while the high temperature 
creep is diffusion dominated. If, however, we consider the same creep mechanism at all 
experimental conditions we can find the average values of n and Q. This is performed by plotting 
the Zener Hollomon parameter ( )/exp( RTQZ ε!= ) against stress. Figure 3.4.10 shows the plot 
of Z against stress and the average values of n and Q obtained from the fitting are 2 and 40 
kJ/mol, respectively.  
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Fig. 3.4.9 Variation of creep rate with stress for H-337 graphite 
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Fig. 3.4.10 Variation of Zener Hollomon parameter (Z) with stress for H-337 graphite. 

Data Set -2 [16] 

The next data set is for AGOT Graphite [16]. Irradiation creep experiments were carried out on 
AGOT graphite at ETR reactor in Idaho at two temperatures 550 °C and 800 °C, and three 
different stresses 6.9, 13.8 and 20.7 MPa. Data are represented as creep strain against dose plots. 
To convert the creep strain versus dose data to creep strain versus time, we have assumed a dose 
rate of 1×1013 n.cm-2.s-1. Figures 3.4.11a and 3.4.11b show the creep strain against time plots for 
550 °C and 800 °C, respectively. It can be observed that at 550 °C, steady state is achieved for 
all the three stress conditions. However, at 800 °C, for 13.8 and 20.7 MPa, steady state is not 
attained. Thus analysis is carried out with steady state creep rates for 550 °C and creep rates at a 
time of 8×108 sec for 800 °C.  
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Fig. 3.4.11 Creep strain against time at (a) 550 °C and (b) 800 °C for AGOT graphite [16]. 
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Figure 3.4.12 shows lnε! against 1/T plots for AGOT graphite from experiments conducted at 
three different stress values. The value of Q is found to vary from 18. 8 kJ/mol to 75.6 kJ/mol. 
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Fig. 3.4.12 Variation of lnε! against 1/T for AGOT graphite 

Figure 3.4.13 shows the log-log plot of creep rate against stress for AGOT graphite for two 
different temperatures. It is interesting to note that the exponent is O(1) for both temperatures. 
Since three data points are available, there is less uncertainty in the analysis.  
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Fig. 3.4.13 Variation of creep rate with stress for AGOT graphite. 

Figure 3.4.14 shows the plot of Z against stress, which shows an average value of n of 1.26 and 
an average value of Q of 26 kJ/mol for AGOT graphite.  
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Fig. 3.4.14 Variation of Zener Hollomon parameter (Z) with stress for AGOT graphite. 

Data Set -3 [6] 

In a recent study, also confirmed by the data obtained in the current project from irradiation tests 
at HFIR, Burchell [6] has reported irradiation creep data for H-451 graphite. Experiments were 
carried out at the ORR reactor at ORNL at two temperatures 600 °C and 900 °C, and two 
different stresses of 13.8 and 20.7 MPa. Figure 3.4.15 shows the plots of the creep strain against 
dose for all four experimental conditions. 
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Fig. 3.4.15 Creep strain against dose plots for H-451 graphite at different conditions [6] . 
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To convert the creep strain versus dose data to creep strain versus time, we have assumed a dose 
rate of 3×1013 n.cm-2.s-1. Fig. 3.4.16 shows the corresponding creep strain as a function of time. 
It can be observed that there is a large scatter in the experimental data. Therefore, to determine 
the creep rate, the data points are fitted with a second order polynomial function (shown by the 
continuous lines) and creep rates determined from the derivative of the fitted polynomials. For 
consistency, creep rates at a time of 1.7×108 sec. have been taken for further analyses. 
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Fig. 3.4.16 Creep strain against time plots for H-451 graphite. 

Fig. 3.4.17 shows lnε! as a function of 1/T for H-451 graphite for experiments conducted at two 
different stresses. The value of Q is found to vary from 27 kJ/mol to 64 kJ/mol. 

0.0008 0.0009 0.0010 0.0011 0.0012
-27

-26

-25

-24

-23
H 451  20.7 MPa

 13.8 MPa

Q = 64 kJ/mol

Q = 27 kJ/mol

1/T (K)

ln
ε 

(s
-1
)

 

 

 

Fig. 3.4.17 Variation of lnε!  against 1/T for H 451 graphite 
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Figure 3.4.18 shows the log-log plot of creep rate against stress for H-451 graphite for two 
different temperatures. The value of n for H-451 graphite is 5.3 at 600 °C, and 2.1 at 900 °C. The 
n value is temperature dependent as observed for H 337 and AGOT graphites, which indicates a 
change in irradiation creep mechanism with temperature in graphite. 
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Fig. 3.4.18 Variation of creep rate against stress for H-451 graphite. 

10 20 30

1E-9

1E-8

H 451

σ (MPa)

n = 3.7
Q = 45.5 kJ/mol

 

 

 
Z=
εe

xp
(Q

/R
T)

 (s
-1
) 

 

Fig. 3.4.19 Variation of Zener Hollomon parameter (Z) with stress for H-451 graphite. 

Figure 3.4.19 shows the plot of Z for different stresses. As noted, the average value of n and Q 
are 3.7 and 45.5 kJ/mol, respectively, for H-451 graphite. The value of the activation energy Q 
for H-451graphite is similar to that of H-337 and AGOT graphite (see Table 3.4.1). 
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Table 3.4.1 Average n and Q values for three grades of graphite: H-451, H-337 and AGOT 

Graphite n Q (kJ/mol) 

H-337 2.00 40.0 

AGOT 1.26 26.0 

H-451 3.70 45.5 

 

3.4.4 Discussion 

Analysis of the irradiation creep data of three different grades of graphite in the current project 
has yielded an n value in the range of 1-3 and Q value in the range of 25-45 KJ/mol. Overall, 
these values are comparable to those of irradiated metals such as Zirconium [18], steel [19] and 
Vanadium alloys [20]. For metals, two creep models, namely, stress induced preferred absorption 
(SIPA) and climb controlled glide (CCG) have been proposed to explain the irradiation creep 
process [19, 21]. Both the models predict weak stress and temperature dependence of irradiation 
creep rate as observed in case of steel and vanadium alloy. In the SIPA process, the dislocation 
climb motion is the rate-limiting process for creep deformation assisted by the absorption of 
excess interstitials and vacancies in the dislocation core. On the other hand, the CCG creep 
model assumes that glissile network dislocations intersect the small dislocation loop glide 
barriers, climb into favorable orientation, and annihilate the loop through a Burgers vector 
reaction. Dislocation climb controls the rate of loop annihilation that allows dislocation glide 
between loop barriers. The creep rate is thus determined by a balance between irradiation-
enhanced dislocation climb and interstitial loop growth in the CCG process. 

It is difficult to ascribe the above mechanisms to irradiation creep of graphite as its 
microstructure is entirely different from metals that exhibit irradiation creep. Nuclear graphite 
grades, as discussed before, are shown to consist of large fraction of pores. These pores are 
known to play significant role in determining the irradiation creep mechanism in graphite. 
Moreover, irradiation induced excess vacancies, such as those emanating from topological 
defects, also have an effect on the diffusion mechanism. Low value of Q and n, therefore, are 
indicative of an underlying diffusion mechanism for irradiation creep. 
 
3.4.5 Conclusions 
 
Irradiation creep data of three different grades of nuclear graphite have been analyzed in the 
thermally activated creep framework. Irradiation creep data, which have been analyzed in the 
rate theory formalism, indicates a stress exponent (n) and activation energy (Q) that are of the 
order of 1-3 and 26-45 kJ/mol (0.27-0.46 eV), respectively. The low values of n and Q indicate a 
diffusion dominated mechanism, likely through the large pores that are developed during 
irradiation.  
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Appendix	
  A	
  

High	
  Temperature	
  Materials	
  Testing	
  Capsule:	
  Design,	
  Fabrication	
  and	
  Testing	
  

A.1 Summary    
 
In this section we describe the design, fabrication, and testing of the high temperature irradiation 
capsule in the PULSTAR reactor at North Carolina State University. The main objective of the 
capsule is to investigate low dpa (displacements per atom) microstructural changes in nuclear 
graphite and other high temperature materials. The primary challenge in designing this capsule 
has been to achieve at least 600°C inside the core of the capsule while maintaining an outer 
surface temperature of 50°C (to avoid boiling of reactor pool water).  
 
The high temperature irradiation capsule is made of several components (see Fig. A.13). The 
main body of the capsule measures 24 ft and is made of high purity aluminum. A nichrome coil 
serves as the heating element. The gap between the heater and alumina tube is filled with high 
purity nitrogen gas – it provides the necessary thermal resistance, which is responsible for the 
~1000°C temperature drop across the small gap of one inch between the heater core and the outer 
surface of the capsule. The core of the capsule is supported by two alumina blocks (upper and 
lower). An ingenious sample insertion and recovery tunnel system is provided to place and 
retrieve the samples safely before and after the irradiation tests. A 70 lbs lead ballast is placed at 
the bottom of the aluminum port tube to offset the buoyancy effect.  
 
A series of safety measures has been incorporated in the capsule design. First, air inside the 
capsule is removed with the help of a vacuum pump to avoid oxidation of samples and is 
replaced with high purity nitrogen gas at 50 psi. In addition, sensors that are mounted on the top 
cap of the aluminum port tube are designed to continuously measure pressure, temperature, 
oxygen and moisture levels in the capsule. An automated computerized system controls all the 
functions of the high temperature irradiation capsule. The safety limits are set such that if any 
variable exceeds its design limit, the whole system automatically shuts down and alerts the 
reactor operator.     
 
The fully assembled facility has been tested successfully in the reactor bay area. During the tests, 
a temperature of ~650°C was successfully achieved inside the core of the capsule while 
maintaining the outer surface temperature at 50°C. The computerized system and the safety 
features worked as designed. The test results of the capsule have been communicated to the 
PULSTAR reactor engineers along with the safety report.  
 
The next sub-sections elucidate the design and tests in greater detail. Andrew Cook at PULSTAR 
reactor worked with Tarun Bhardwaj and David Woodley in the design as well as testing of the 
capsule. 
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A.2 Design and Fabrication 
 
A.2.1 Aluminum port tube 
The outer casing of the irradiation capsule, which is in 
contact with reactor pool water, is made of high purity 
aluminum because of its low neutron activation, good 
corrosion resistance, reasonable mechanical properties, 
low cost, and high formability. The total length of the 
aluminum port tube is 24 ft; it has an inner diameter of 4 
inches for the lower 8 ft, and 2 inches for the remaining 
length of the tube. A flange is placed at a height of 8 ft for 
easy access to the samples after the irradiation 
experiments. The aluminum port tube is shown in Figure 
A.1.  
 
A.2.2 Lead ballast   
 
The weight of water displaced by the irradiation capsule 
in reactor pool is 70 lbs. Therefore, a lead ballast (Figure 
A.2) of 11 lbs is placed at the bottom of the aluminum 
port tube to offset the buoyancy effect. The total weight 
of the fully assembled test facility is 90 lbs.    

 
A.2.3 Alumina tubes  
 

The test region of the capsule is constructed of two alumina tubes, which are placed on the lead 
ballast. Alumina is selected for its high melting point and low electrical conductance. The 
outer alumina tube is 12 inches long with inner and outer diameters of 3.625 and 4 inches, 
respectively – see Figure A . 3 .  
	
  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure A.1 Aluminum port tube.  

Figure A.3 Alumina tubes. Figure A.2 Schematic of the lead 
ballast in the aluminum port tube. 
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Figure A.4 Embedded coil ceramic heater. 
 

A.2.4 Embedded coil ceramic heater   
 
A nichrome ceramic heater 
provides the heat source to the 
capsule. In the final design, high 
purity nichrome 80 wire is 
embedded in a high purity 
ceramic (Al2O3) sheath. This 
design is relatively simple, 
robust, and easy to work with in 
the reactor environment. The 
ceramic heater is divided into 
two semi-cylindrical parts 
(Figure A.4). Each unit generates 
a maximum power of 310 W and 
both units are connected in 
parallel. The current design was 
down selected after the initial 
graphite design was found to be 
incompatible with the electrical 
connections.  
 
A.2.5 Sample holder  
 
The sample holder made of high purity nuclear grade graphite (Figure A.5) is designed to place 
and retrieve irradiation samples before and after the irradiation tests. Disc shaped graphite 
samples with a hole in center are placed in the holder during the irradiation experiments.   
 

         
 
 

Figure A.5 Graphite sample holder (left) schematic, (right) image. 
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A.2.6 Lower alumina heater block 
 
The heater and the samples are supported by a lower alumina block (Figure A.6). There are four 
grooves at the bottom; these grooves admit nitrogen for thermal insulation. The nitrogen 
insulation blanket ensures the outer surface temperature of the capsule to be within the safety 
limits. A chamfer is drilled on the upper part of the block to place the tube components and to 
bring them out for maintenance work.  
 

 
 

Figure A.6 Alumina lower heater block. 
 
A.2.7 Upper alumina heater block 
 
An upper alumina heater block is designed to hold the tube components together. It ensures that 
they stay steady during the capsule operation. The alumina upper heater block is placed on top of 
the heater, and has several grooves on it to accommodate the different tube components (Figure 
A.7).    
 

 
 

Figure A.7 Alumina upper heater block. 
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A.2.8 Top alumina plug 
 
A top alumina plug is placed on the upper alumina heater block – it traps the heat inside the 
capsule core or the sample region (Figure A.8).   
 

      
    

Figure A.8 Top alumina plug.  
 
A.2.9 Inner and middle thermocouples, connectors and clamps 
 
The design entails two K type thermocouples – one inside the core of the capsule – the sample 
region – to monitor the sample temperature and heat dissipation, and another between the outer 
alumina tube and the aluminum port tube (Figure A.9). The top alumina plug has a small hole 
through which the inner thermocouple enters the sample region. The middle thermocouple, 
however, goes through a hole on the upper alumina heater block. Clamps are provided to keep 
the thermocouples steady inside the capsule, and to avoid any damage, especially to the samples 
during the experiments.  
 
 

 
 

Figure A.9 K type inner and middle  thermocouples. 
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Figure A.11 Electrical cable. 
 
 
 

Figure 3.1.11: Wiring inside the bottom region of the 
capsule 

 
 
 
 

A.2.10 Top aluminum flange 
 
An aluminum flange is placed at the top of the aluminum port tube (Figure A.10). This upper 
flange provides support to the connectors, power tube, inner aluminum tube, and the clamps.  

 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Figure A.10 Aluminum upper flange. 

 
A.2.11 Power duct  
 
The power cable and thermocouple wires run through a separate power duct inside the aluminum 
port tube. The power duct runs from the upper region of the port tube to the core of the capsule. 
It is clamped to the upper aluminum flange. 
 
A.2.12 Wiring inside the aluminum port 
tube 
 
Approximately, 30 feet of electric cable and 
thermocouple wires go through the entire 
length of the aluminum port tube. The wires 
go through sealed feed throughs at the top cap 
of the aluminum port tube; at the bottom they 
are connected to the heater. One 
thermocouple is placed right at the center of 
the core of the capsule and an extra 
thermocouple wire runs outside the port tube 
to measure the surface temperature of 
the capsule (Figure A.11).  
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A.2.13 Radiation and temperature resistant insulation  
 
All electrical cables are provided with proper insulation, and are designed to operate under high 
temperatures and in a radiation environment.  
 
A.2.14 Pressure   

The expected pressure in the capsule is 16 psi. To prevent over pressurization, a safety release 
valve is installed on a stainless steel cap. The finished cap contains nitrogen and vacuum lines, a 
safety relief valve, thermocouples and power feedthroughs, an oxygen sensor, and a pressure 
sensor. 
 
A.3 Sample removal and insertion system 
 
A wire system, similar to the one currently used, is designed for sample insertion and recovery. 
The sample holder and the wire are connected through a hook. The sample holder, with the 
samples, is first lowered into the port tube with the help of this wire. After the irradiation tests 
are completed, the samples are pulled back in the same manner. An additional aluminum tube 

having the same diameter as the inner alumina tube, runs inside the main 
aluminum port tube from the lower flange to the inner alumina tube. In the 
lower portion, this aluminum tube is coupled to the inner alumina tube. 
This tunnel ensures that the new samples are placed inside the inner 
alumina tube safely and in a single attempt. This mechanism also avoids 
mechanical shocks to the sample holder and the samples (Figure A.12).   
 
 
 

            
 
 
 
 
 
 
 
 

 
Figure A.12 Sample insertion and recovery system. 

 
 
The cross section and the layout of the irradiation capsule are shown in Figures A.13 and A.14.  
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Figure A.13 Cross section of the irradiation capsule. 
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Figure A.14 Layout of the irradiation capsule. 
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A.4 Installation and Tests 
 
A.4.1 Vacuum and nitrogen lines 
 
A vacuum pump is installed in the bay area of the reactor, next to the pool, and the vacuum line 
runs from the pump to the reactor deck through the safety railings. A nitrogen line is installed 
that runs from the back railings to the front railings of the reactor. The nitrogen line work 
entailed the installation of a regulator, valves, extra-long connectors, and cross-connection 
tubing. In addition to the logic control system, manual control valves were also placed both on 
the vacuum pump and the nitrogen tank (Figure A.15).  
 

  
Figure A.15 Vacuum pump and nitrogen tank installed in the bay area of the reactor. 

 
A.4.2 Wiring and sensors 
 
A computer along with the Labview hardware is placed inside the control cabin of the bay area 
of the reactor. A multiple wire cable is used for connecting the pressure, oxygen, and moisture 
sensors that are linked to the Labview program through the NI C DAQ chassis. About 20 feet of 
sensor cable runs from the inside of the control cabin to the top cap of the aluminum port tube 
where all the sensors are mounted (Figure A.16). 
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Figure A.16 Wiring of the sensors from the control cabin to the aluminum port tube.  
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A.4.3 Wiring and the connections of the sensors to the LabView 
 
The pressure, oxygen and moisture sensors are controlled by the Labview program. The oxygen 
sensor operates at high temperatures –  so it is connected to a dedicated heater. A separate power 
supply is used to provide 12V to the heater of the oxygen sensor. The moisture sensor requires 
external excitation voltage to operate. So a separate power supply is used to provide the 
excitation voltage to the moisture sensor. The pressure transducer does not require any external 
excitation source, and it is directly connected to the Labview module (Figure A.17).  
 

 
 

Figure A.17 Wiring of the sensors.  
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A.4.4 Power supply to the computer control system  
 
A power supply is connected to the computer that houses the Labview logic system using a RS 
232 type connection (Figure A.18). The drivers for the power supply are acquired from Kikusui 
and updated through National Instruments to make them compatible with the Labview system.  
 

 
 

 
 

Figure A.18 Computer, power supply, NI C DAQ chassis, and other accessories  
installed in the control cabin. 
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A.4.5 Computer controlled logic system  
 
A computerized system is established to control the experiments in the reactor using the logic 
system programed with the Labview software.  The power supply, C-DAQ chassis and modules 
(NI 9211 and NI 9205) are connected as shown by the block diagram in Figure A.19.  

 
 

Figure A.19 Block diagram of Labview control system. 
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The front panel of the logic system displays the capsule core temperature, outer surface 
temperature, pressure, oxygen and moisture contents, safety limits and alarm conditions (Figure 
A.20).  
 

 
 

Figure A.20 Front panel of Labview control system. 
 



Page	
  134/145	
  
 

A.5 System Tests 
 
A.5.1 Logic system tests 
 
The logic system has been tested in separate experiments. Two limit points were set at 300°C 
and 24°C for the core and the outer surface temperature of the capsule, respectively. The logic 
system worked as designed; the results are shown in Figure A.21. 
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Figure A.21 Test results of the logic control system. 
 
Next, the tests were conducted in water. A constant temperature of 450°C, 
approximately, was achieved inside the core of the capsule while the 
aluminum port tube (lower part) was surrounded by water. The 
temperature of the outer surface of the capsule remained constant at 25°C. 
 
A.5.2 Full assembly tests  
 
Finally, the full assembly was tested and the results are shown below. 
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Figure A.22 Test results with the fully assembled high temperature irradiation capsule. 



Page	
  135/145	
  
 

During these tests, a temperature of 625°C, approximately, was achieved in the core of the 
capsule while maintaining the outer surface temperature at ~50°C. Since a wide margin exists for 
the surface temperature, the capsule core can reach higher temperatures. 
 
A.6 Safety Report 
 
A safety report was prepared and handed over to the PULSTAR reactor engineers for further 
approval.  
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Appendix	
  B	
  

Green-­‐Kubo	
  Derivation	
  for	
  Thermal	
  Conductivity	
  Tensor	
  

Here we present the derivation for Green-Kubo and Einstein form for computing thermal 
conductivity. The derivation is based on the steps followed by Massoud Kaviany in his book – 
Heat Transfer Physics.  

The general form for Fourier’s heat transfer equation for an N atom/particle system is given by 
 

( ) ( )
'

',
. . ,v

E t
nC E t

t
∂

=∇ ∇
∂

r
k r   (B1) 

( ) ( )( ) ( )'

1
,

N

j j j
j

E t E t E tδ
=

⎡ ⎤= − −⎣ ⎦∑r r r   (B2) 

where k is the second rank thermal conductivity tensor, Cv is the specific heat per atom/particle 
at constant volume, n is the number of particles per unit volume (n=N/V), r is position and E’ is 
the energy fluctuation about the ensemble average. Thus on expanding the tensor we obtain 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

' 2 ' 2 ' 2 '

2 2 2

2 ' 2 ' 2 '

, , , ,

, , ,
                       

v xx xx xx

xy yx yz zy zx xz

E t E t E t E t
nC k k k

t x y z
E t E t E t

k k k k k k
x y y z z x

∂ ∂ ∂ ∂
= + + +

∂ ∂ ∂ ∂

∂ ∂ ∂
+ + + + +

∂ ∂ ∂ ∂ ∂ ∂

r r r r

r r r
 (B3) 

Let us define L(a,t) as  

( ) ( ) ( )', exp . ,L t i E t d= ∫a ar r r   (B4) 

Taking a Fourier transform on both sides of Eqn. (B1) gives 

( ) ( )
,

,
L t

L t
t

α
∂

=
∂

a
a   (B5) 

or ( ) ( ) ( ), ,0 expL t L tα= −a a   (B6) 

where 
( ) ( ) ( )2 2 2

x xx y yy z zz x y xy yx y z yz zy z x zx xz

v

a k a k a k a a k k a a k k a a k k
nC

α
⎡ ⎤+ + + + + + + +

= − ⎢ ⎥
⎢ ⎥⎣ ⎦

        (B7) 

 
Substituting Eqn. (B2) in Eqn. (B4), we get 
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( ) ( ) ( )( )'

1
, exp .

N

j j
j

L t E t i t
=

=∑a ar   (B8) 

Multiplying both sides of Eqn. (B6) by L*(a,0) and using Eqn. (B8), we get 
 

( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( ) ( )

' '

1 1

' '

1 1

exp . 0 exp . 0

0 exp . 0 0 exp . 0 exp
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j j l l
j l
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j j l l
j l
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∑ ∑
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a r a r

a r a r
 (B9) 

Combining terms and taking ensemble average, we get 

( ) ( ) ( ) ( )( )( )

( ) ( ) ( ) ( )( )( ) ( )

' '

1 1

' '

1 1

0 exp . 0
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j l

E t E i t
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a r r

a r r

 (B10) 

For any function f(a), the Taylor expansion about a=0 up to second order terms is given by 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

2 2 2
2 2 2

2 2 2

2 2 2
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a

 (B11) 

Let us use Eqn. (B11) to evaluate the Taylor expansion of Eqn. (B10). The coefficient of axay on 
the LHS is given by 

( ) ( ) ( ) ( )( ) ( ) ( )( )' ' 2

1 1
0 0 0

N N

j l j l j l
j l

E t E i x t x y t y
= =

− − −∑∑  (B12) 

Simplifying 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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' ' ' '
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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 (B14) 

Using the fact that the total energy of the system is constant, we arrive at  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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 (B16) 

If there is no correlation between positions and energy of the particle, then 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )' ' ' '

1 1
0 0 0 0

N N

j j j j j j j j
j j
E t x t E x E t y t E y
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Now let us define 

( ) ( ) ( ) ( )( )( )' '

1 1
0 0 exp '. 0 0

N N

j l j l
j l

A E E i
= =

= −∑∑ a r r   (B20) 

( )expB tα= −   (B21) 
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Then the coefficient of axay in the Taylor’s expansion of RHS of Eqn. (B10) is given by 

2 2

x y x y y x x y

A B A B A BB A
a a a a a a a a

=

⎡ ⎤∂ ∂ ∂ ∂ ∂ ∂
+ + +⎢ ⎥

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥⎣ ⎦a 0
  (B22) 

Note that 0
x y

B B
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= =

∂ ∂
= =
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a 0 a 0

  (B23) 

( ) ( ) ( ) ( )( ) ( ) ( )( )
2

' '

1 1
0 0 0 0 0

N N
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AB E t E x x y y
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∂
= − −
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a 0

 (B24) 

The above reduces to zero using steps similar to Eqns. (B12)-(B19) 

Thus 
2

0
x y

AB
a a

=

∂
=
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a 0

  (B25) 
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2

xy yx

x y v
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=
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We have 

( ) ( ) ( )( ) ( )( )' '
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1 1 1 1 1 1

0 0 2 0
N N N N N N
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E E E E E E

= = = = = =
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22 2ξ ξ ξ ξ= − +   (B32) 
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( )2ξ ξ= −   (B33) 

2
B vNk T C=   (B34) 

Where, ( )
1

N

i
i
E tξ

=

=∑  is the total energy of the system and remains constant with time.  

Note that Eqn. (B34) is the thermodynamic definition of temperature in terms of thermal 
fluctuations in canonical ensemble.   

Thus equating the coefficient of axay in the Taylor’s expansion of Eqn. (B10) gives   

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) 2
' ' ' '

1 1
0 0 0 0

N N
xy yx B v

j j j j j j j j
j j v
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+
− − =∑ ∑  (B35) 

which gives 
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xy yx j j j j j j j j
j jB
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+ = − −∑ ∑  (B36) 

Onsager’s reciprocity relations require that 

xy yxk k=   (B37) 

Using ( ) ( ) ( )'

1

N

i i
i

t E t t
=

=∑R r we can write 

( ) ( )( ) ( ) ( )( )2

1 0 0
2

E
xy x x y y

B

k R t R R t R
Vk T t

= − × −  (B38) 

Or in the tensor form 

( ) ( ) ( ) ( )2

1 0 0
2

E

B

t t
Vk T t

= − ⊗ −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦k R R R R  (B39) 

 

Eqn. (B39) is the Einstein relation for computing the thermal conductivity tensor. 

The heat current is defined as 

( ) ( ) ( ) ( )
1

 
N

i i
i

t t t
t t

t ε
=

∂ ∂
=

∂ ∂
= ∑J R r   (B40) 

Substituting Eqn. (B40) into Eqn. (B38), we get 



Page	
  141/145	
  
 

( ) ( )1 1 2 22
0 0

1
2

t t
E
xy x y

B

k J t dt J t dt
Vk T t

= ×∫ ∫   (B41) 

Under the assumption of stationary ensemble, Eqn. (B41) reduces to  

( ) ( )2
0

1 1 0
t

xy x y
B

k J J d
Vk T t

τ⎛ ⎞= − τ τ⎜ ⎟
⎝ ⎠∫   (B42) 

Choosing t arbitrarily large, we get 

( ) ( )2
0

1 lim 0
t

GK
xy x yt

B

k J J d
Vk T →∞

= τ τ∫   (B43) 

Eqn. (B43) represents the Green-Kubo expression for the thermal conductivity tensor.  
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Appendix	
  C	
  	
  

Heat	
  Current	
  Expression	
  for	
  Tersoff	
  Many-­‐Body	
  Potential	
  

The general expression of heat current is given by 

( ) ( ) ( )
1

N

i i
i

t t t
t

ε
=

∂
=
∂ ∑J r   (C1) 

where, J is the total heat current for an N atom system at time t. εi & ri represent the total energy 
and position of the ith atom. Dropping time and expanding 

( ) ( )
1 1

N N

i i i i
i i

t t
t

ε ε
= =

∂
= +

∂∑ ∑J v r   (C2) 

Evaluating the second term, we get 

( ) ( )
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N

i i
i

t t
t
ε
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∂

∂∑r   (C3) 

( ) ( )
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2 4
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( )( ) ( )
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+⎛ ⎞∂
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∑ ∑ ∑r F v r   (C5) 

The force on atom i from atom j due to interaction of atom k with atom i is defined as 

ij

kl
ij klν=∇rF   (C6) 

For Tersoff potential, only four of the all possible permutations described by Eqn. (C6) are 
nonzero, viz. ij

ijF , ji
ijF , ik

ijF and jk
ijF   

Expanding Eqn. (C5) using Eqn. (C6), we get 
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Consider the first term in Eqn. (C9). 
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Interchanging i & j and adding, we get  

( ) ( ) ( ) ( )
1 1; 1 1;

1 . .
2 2 2

N N N N
jij ji ji iji

ij ij i j ji ji j i
i j j i j i j i= = ≠ = = ≠

⎛ ⎞
⎡ ⎤ ⎡ ⎤= + + + + +⎜ ⎟⎣ ⎦ ⎣ ⎦

⎝ ⎠
∑ ∑ ∑ ∑

rr F F v v F F v v  (C11) 

( ) ( )
1 1;

1 .
4

N N
ij ji

ij ij ij i j
i j j i= = ≠

⎛ ⎞
⎡ ⎤= + +⎜ ⎟⎣ ⎦

⎝ ⎠
∑ ∑ r F F v v   (C12) 

( ) ( )
1 1; 1 1;

1 . .
4

N N N N
ij ji ij ji

ij ij ij i ij ij ij j
i j j i i j j i= = ≠ = = ≠

⎛ ⎞
⎡ ⎤ ⎡ ⎤= + + +⎜ ⎟⎣ ⎦ ⎣ ⎦

⎝ ⎠
∑ ∑ ∑ ∑r F F v r F F v  (C13) 

( )
1 1;

1 .
2

N N
ij ji

ij ij ij i
i j j i= = ≠

⎡ ⎤= +⎣ ⎦∑ ∑ r F F v   (C14) 

Evaluating the second and third terms in Eqn. (C9), we get 

( ) { } { } ( ){ }
1 1; 1; , 1 1; 1; , j

. . . .
2

N N N N N N
ik jk ij ji ij jii

i ij ij i ik i jk j ki kj k
i j j i k k i j i j i j k k i= = ≠ = ≠ = = ≠ = ≠

⎡ ⎤⎡ ⎤+ − + + +⎣ ⎦ ⎣ ⎦∑ ∑ ∑ ∑ ∑ ∑
rr F F v F v F v F F v  (C15) 

Interchanging i, j, k to all six permutations and adding, we get 
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( ) { } { } ( ){ }

( ) { } { } ( ){ }
1 1; 1; , 1 1; 1; , j

1 1; 1; ,

1 . . . .
6 2

. . . .
2

N N N N N N
ik jk ij ji ij jii

i ij ij i ik i jk j ki kj k
i j j i k k i j i j i j k k i

N N N
ij kj ik ki ik kii

i ik ik i ij i kj k ji jk j
i j j i k k i j

= = ≠ = ≠ = = ≠ = ≠

= = ≠ = ≠

⎡ ⎡ ⎤⎡ ⎤= + − + + +⎢ ⎣ ⎦ ⎣ ⎦⎣

⎡⎡ ⎤+ + − + + +⎣ ⎦ ⎣

∑ ∑ ∑ ∑ ∑ ∑

∑ ∑ ∑

rr F F v F v F v F F v

rr F F v F v F v F F v

( ) { } { } ( ){ }

( ) { }

1 1; 1; , j

1 1; 1; , 1 1; 1; , j

1 1; 1; ,

. . . .
2

. .
2

N N N

i j i j k k i

N N N N N N
jjk ik ji ij ji ij

j ji ji j jk j ik i kj ki k
i j j i k k i j i j i j k k i

N N N
jji ki jk

j jk jk j ji j ki
i j j i k k i j

= = ≠ = ≠

= = ≠ = ≠ = = ≠ = ≠

= = ≠ = ≠

⎤
⎦

⎡ ⎤⎡ ⎤+ + − + + +⎣ ⎦ ⎣ ⎦

⎡ ⎤+ + − +⎣ ⎦

∑ ∑ ∑

∑ ∑ ∑ ∑ ∑ ∑

∑ ∑ ∑

r
r F F v F v F v F F v

r
r F F v F v F{ } ( ){ }

( ) { } { } ( ){ }

( )

1 1; 1; , j

1 1; 1; , 1 1; 1; , j

1; 1; ,

. .

. . . .
2

.

N N N
kj jk kj

k ij ik i
i j i j k k i

N N N N N N
kj ij ki ik ki ikk

k ki ki k kj k ij i jk ji j
i j j i k k i j i j i j k k i

N N
ki ji

k kj kj k
j j i k k i j

= = ≠ = ≠

= = ≠ = ≠ = = ≠ = ≠

= ≠ = ≠

⎡ ⎤+ +⎣ ⎦

⎡ ⎤⎡ ⎤+ + − + + +⎣ ⎦ ⎣ ⎦

⎡ ⎤+ +⎣ ⎦

∑ ∑ ∑

∑ ∑ ∑ ∑ ∑ ∑

∑

v F F v

rr F F v F v F v F F v

r F F v { } { } ( ){ }
1 1 1; 1; , j

. . .
2

N N N N
kj jk kj jkk
ki k ji j ik ij i

i i j i j k k i= = = ≠ = ≠

⎤⎡ ⎤− + + + ⎥⎣ ⎦⎦
∑ ∑ ∑ ∑ ∑

r F v F v F F v

(C16) 

Rearranging, we get 

( ) { } { }

( )

1 1; 1; , 1 1; 1; , j

1 1; 1; ,

.1 . . .
6 2 2

.
. .

2 2

ikN N N N N N
ij i j jk ji jii

i ij i jk j kj k
i j j i k k i j i j i j k k i

ijN N N
ik i k kj kii

i ik i kj
i j j i k k i j

= = ≠ = ≠ = = ≠ = ≠

= = ≠ = ≠

⎡ ⎡ ⎤⎧ ⎫+⎪ ⎪⎢ ⎡ ⎤⎢ ⎥= + − +⎨ ⎬ ⎣ ⎦⎢ ⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦⎣

⎡ ⎤⎧ ⎫+⎪ ⎪
+ + −⎢ ⎥⎨ ⎬

⎪ ⎪⎢ ⎥⎩ ⎭⎣ ⎦

∑ ∑ ∑ ∑ ∑ ∑

∑ ∑ ∑

F v v rr F v F v F v

F v v rr F v F{ } { }

( ) { } { }

( )

1 1; 1; , j

1 1; 1; , 1 1; 1; , j

.

.
. . .

2 2

.
.

2

N N N
ki

k jk j
i j i j k k i

jkN N N N N N
ji j i jik ij ij

j ji j ik i ki k
i j j i k k i j i j i j k k i

ji
jk j k ki

j jk j
k

= = ≠ = ≠

= = ≠ = ≠ = = ≠ = ≠

⎡ ⎤+⎣ ⎦

⎡ ⎤⎧ ⎫+⎪ ⎪ ⎡ ⎤⎢ ⎥+ + − +⎨ ⎬ ⎣ ⎦⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

⎡ ⎤⎧ ⎫+⎪ ⎪⎢ ⎥+ +⎨ ⎬
⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

∑ ∑ ∑

∑ ∑ ∑ ∑ ∑ ∑

v F v

F v v r
r F v F v F v

F v v
r F v { } { }

( ) { } { }

1 1; 1; , 1 1; 1; , j

1 1; 1; , 1 1; 1; , j

. .
2

.
. . .

2 2

.

N N N N N N
j kj kj

ki k ik i
i j j i k i j i j i j k k i

kjN N N N N N
ki k i ij ik ikk

k ki k ij i ji j
i j j i k k i j i j i j k k i

ki
kj

k

= = ≠ = ≠ = = ≠ = ≠

= = ≠ = ≠ = = ≠ = ≠

⎡ ⎤− +⎣ ⎦

⎡ ⎤⎧ ⎫+⎪ ⎪ ⎡ ⎤+ + − +⎢ ⎥⎨ ⎬ ⎣ ⎦⎪ ⎪⎢ ⎥⎩ ⎭⎣ ⎦

+

∑ ∑ ∑ ∑ ∑ ∑

∑ ∑ ∑ ∑ ∑ ∑

r
F v F v

F v v rr F v F v F v

F
r

( ) { } { }
1 1; 1; , 1 1; 1; , j

. . .
2 2

N N N N N N
k j ji jk jkk

kj k ji j ij i
i j j i k k i j i j i j k k i= = ≠ = ≠ = = ≠ = ≠

⎤⎡ ⎤⎧ ⎫+⎪ ⎪ ⎥⎡ ⎤⎢ ⎥+ − +⎨ ⎬ ⎣ ⎦⎥⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦ ⎦
∑ ∑ ∑ ∑ ∑ ∑

v v rF v F v F v
    (C17) 
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( ) { } { }

( ) { } { }

1 1; 1; ,

1 1; 1; ,

.1 . . .
6 2 2

.
. . .

2 2

ikN N N
ij i j ik ik ikk

i ij i ji j j ji j
i j j i k k i j

ijN N N
jik i k ij ij ij

i ik i ki k k ki k
i j j i k k i j

= = ≠ = ≠

= = ≠ = ≠

⎡ ⎡ ⎤⎧ ⎫+⎪ ⎪⎢ ⎡ ⎤⎢ ⎥ ⎡ ⎤= − + +⎨ ⎬ ⎣ ⎦⎣ ⎦⎢ ⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦⎣

⎡ ⎤⎧ ⎫+⎪ ⎪ ⎡ ⎤ ⎡+ − + +⎢ ⎥⎨ ⎬ ⎣⎣ ⎦⎪ ⎪⎢ ⎥⎩ ⎭⎣ ⎦

∑ ∑ ∑

∑ ∑ ∑

F v v rr F v F v r F v

rF v v
r F v F v r F v

( ) { } { }

( ) { } { }

1 1; 1; ,

1 1; 1; ,

.
. . .

2 2

.
. . .

2 2

jkN N N
ji j i jk jk jkk

j ji j ij i i ij i
i j j i k k i j

jiN N N
jk j k ji ji jii

j jk j kj k k kj k
i j j i k k i j

= = ≠ = ≠

= = ≠ = ≠

⎤⎦

⎡ ⎤⎧ ⎫+⎪ ⎪ ⎡ ⎤⎢ ⎥ ⎡ ⎤+ − + +⎨ ⎬ ⎣ ⎦⎣ ⎦⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

⎡ ⎤⎧ ⎫+⎪ ⎪ ⎡ ⎤⎢ ⎥ ⎡ ⎤+ + − + +⎨ ⎬ ⎣ ⎦⎣ ⎦⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦

+

∑ ∑ ∑

∑ ∑ ∑

F v v rr F v F v r F v

F v v rr F v F v r F v

( ) { } { }

( ) { } { }

1 1; 1; ,

1 1; 1; ,

.
. . .

2 2

.
. . .

2 2

kjN N N
jki k i kj kj kj

k ki k ik i i ik i
i j j i k k i j

kiN N N
kj k j ki ki kii

k kj k jk j j jk j
i j j i k k i j

= = ≠ = ≠

= = ≠ = ≠

⎡ ⎤⎧ ⎫+⎪ ⎪ ⎡ ⎤ ⎡ ⎤− + +⎢ ⎥⎨ ⎬ ⎣ ⎦⎣ ⎦⎪ ⎪⎢ ⎥⎩ ⎭⎣ ⎦

⎤⎡ ⎤⎧ ⎫+⎪ ⎪ ⎥⎡ ⎤⎢ ⎥ ⎡ ⎤+ − + +⎨ ⎬ ⎣ ⎦⎣ ⎦ ⎥⎢ ⎥⎪ ⎪⎩ ⎭⎣ ⎦ ⎦

∑ ∑ ∑

∑ ∑ ∑

rF v v
r F v F v r F v

F v v rr F v F v r F v
 (C18) 

{ } { }

{ } { }

{ } { }

{ } { }

1 1; 1; ,

1 1; 1; ,

1 1; 1; ,

1 . .
6 2 2

. .
2 2

. .
2 2

. .
2 2

N N N
ji jkik ikik

ij i ji j
i j j i k k i j

N N N
ij ki kjij ij

ik i ki k
i j j i k k i j

N N N
jk ij ikjk jk

ji j ij i
i j j i k k i j

ji kj kiji ji
jk j kj k

= = ≠ = ≠

= = ≠ = ≠

= = ≠ = ≠

+⎡
= +⎢

⎣
+

+ +

+
+ +

+
+ +

∑ ∑ ∑

∑ ∑ ∑

∑ ∑ ∑

r rr F v F v

r r r
F v F v

r r r
F v F v

r r r
F v F v

{ } { }

{ } { }

1 1; 1; ,

1 1; 1; ,

1 1; 1; ,

. .
2 2

. .
2 2

N N N

i j j i k k i j

N N N
jk jiki kiki

kj k jk j
i j j i k k i j

N N N
kj ik ijkj kj

ki k ik i
i j j i k k i j

= = ≠ = ≠

= = ≠ = ≠

= = ≠ = ≠

+
+ +

+ ⎤
+ + ⎥

⎦

∑ ∑ ∑

∑ ∑ ∑

∑ ∑ ∑

r rr F v F v

r r r
F v F v

 (C19) 

1 1; 1; ,
. .

2 2

N N N
ij ikik jkik

ij i ij i
i j j i k k i j= = ≠ = ≠

+
⎡ ⎤ ⎡ ⎤= +⎣ ⎦ ⎣ ⎦∑ ∑ ∑

r rr F v F v   (C20) 

Substituting  Eqn. (C14) and Eqn. (C20) back into Eqn. (C2), we arrive at 

( )
1 1 1; 1; ,

. . .
2 2 2

N N N N
ij ij ikij ji ik jkik

i i ij ij i ij i ij i
i i j j i k k i j
ε

= = = ≠ = ≠

⎡ + ⎤⎧ ⎫⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + + + +⎨ ⎬⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎩ ⎭⎣ ⎦
∑ ∑ ∑ ∑

r r rrJ v F F v F v F v  (C21)	
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