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1. Abstract

Advanced instrumentation capable of operating in high-temperature/high-radiation environments is required to fully map the temperature and neutron fluence distributions in the proposed very high-temperature reactor (VHTR) cores. This project will develop a highly reliable, distributed fiber optic temperature and fluence sensor network operable under high-temperature/high-neutron fluence conditions and located throughout the reactor core. The project scope encompasses fabrication of the sensor hardware, test article design and fabrication to support in-core testing, sensor hardware demonstration at a university TRIGA research reactor, 3D modeling in a VHTR configuration, and scaling from the TRIGA test environment to the anticipated VHTR operating conditions. The project will also perform corresponding temperature/neutron field map reconstruction techniques and optimization of in-core detector positioning to minimize uncertainties. The proposed in-core monitoring is expected to reliably perform under extreme conditions that allow on-demand positioning in the reactor vessel. This results in direct in-core monitoring in prismatic core configurations and an opportunity to position detectors at innermost outer reflector locations or inside the central graphite column of the pebble bed system.

Online temperature and fluence mapping provides real-time assessment of reactor performance, benchmarks simulation and analysis codes used in core design and modeling, and allows optimization of operating margins. Existing instrumentation either fails prematurely due to combined effects of high temperatures and radiation and cannot perform reliably for the entire 18-month refueling cycle, or does not provide sufficient real-time information. The current near-term VHTR design has a projected coolant outlet temperature ranging from 750°C to 950°C, with nominal fuel temperatures ranging from 700°C to a maximum of 1,250°C. These conditions, combined with the high-radiation environment, create extremely harsh operational conditions that pose tremendous challenges for in-core monitoring system design. These challenges are currently mitigated by providing out-of-core monitoring capabilities and applying corresponding reconstruction techniques to determine temperature and neutron fluence rate profiles across the reactor core. These techniques cannot predict local phenomena due to significant uncertainties and, hence, result in higher safety margins.

Original project number designator: 09-241.

Original PI: S. Bragg-Sitton, Texas A&M University.

2. Nomenclature

- BOL - beginning of life
- EOL - end of life
- FOM - figure of merit
- HTR - high temperature reactor
- INL - Idaho National Laboratory
- NGNP - next-generation nuclear plant
- OBR - Optical Backscatter Reflectometer
- PNNL - Pacific Northwest National Laboratory
- POD - proper orthogonal decomposition
- SPND - self-powered neutron detector
- SVD - Singular Value Decomposition
- TRISO - tri-structural isotropic
- VHTR - very high temperature reactor
3. Executive Summary

3.1. Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTRs

3.1.1. Introduction

Robust sensing technologies allowing for 3D in-core performance monitoring in real time are of paramount importance for already established LWRs to enhance their reliability and availability per year, and therefore, to further facilitate their economic competitiveness via predictive assessment of the in-core conditions. This is even more so the case for emerging advanced reactor technologies, such as Next Generation Nuclear Plants (NGNPs), Very High Temperature Reactors (VHTRs). The NGNP/VHTR will be a full-sized demonstration of the Generation IV VHTR for a range of potential applications from electricity to process heat.[1] The novel VHTRs are characterized by very hostile in-core conditions of high temperatures and hardened neutron spectra, in which traditional sensors may operate reliably only for a limited amount of time failing prematurely due to combined effects of high temperatures and radiation.[2,3] In existing prototypes, like HTTR, this challenge is mitigated by providing out-of-core monitoring capabilities together with reconstruction of in-core values as well as by allowing for sensor insertion/withdrawal on demand thus extending their useful lifetime.[4]

In the present project, the 3-year effort is focused on enabling development efforts to yield a highly reliable, distributed fiber optic temperature and fluence sensor network operable under high temperature/neutron fluence conditions and located throughout the reactor core (axial and transverse dimensions).[5] The project scope encompasses fabrication of the sensor hardware, test article design and fabrication to support in-core testing, sensor hardware demonstration at the Texas A&M University TRIGA (Training, Research, Isotope Production, General Atomics) Mark I 1MW research reactor, 3D modeling of the NGNP/VHTR configuration and scaling of the results from the TRIGA test environment to the anticipated VHTR operating conditions. The corresponding temperature/neutron field map reconstruction techniques and optimization of in-core detector positioning to minimize uncertainties and enhance sensing reliability are also performed. The project is funded by the DOE Nuclear Energy University Program.

This paper discusses the project efforts and outcomes, hardware, and gained operational experience. Notably, advanced in-core test assembly has been developed and deployed for experimental confirmation of fiberoptics sensor performance characteristics in VHTRs via emulation of VHTR in-core conditions in TRIGA reactor cores. [5, 6]

3.1.2. High Temperature Furnace

Emulation of the VHTR conditions in the TRIGA requires three criteria to be met: spectrum, temperature, and environment. The sensor test assembly is required to be irradiated to a fluence of $2 \times 10^{19}$ n/cm$^2$ and operate at 1000°C. A high temperature test furnace has been designed, manufactured and deployed in the TRIGA core to achieve this objective. The developed furnace design originates from the General Atomics furnace developed in the 1970s for high temperature reactor (HTR) fuel testing in TRIGA reactors. [6]
Figure 1 shows the overall layout of the high temperature test assembly (left) and the experimental setup in the TRIGA pool (right) during acceptance testing procedures confirming its operational readiness prior to installing in the allocated position within the TRIGA core and commencing the experimental program. This furnace assembly is a successful culmination of several years of design, construction and testing efforts within the project. The furnace was designed and fabricated with the guidance of analytical and numerical tools, the STAR-CCM+ package, in particular.

The high temperature furnace is capable of an automatic startup triggered by a user input followed by a swap to a PID controller. Fig. 2 shows the transition during the startup to the PID controller. The transition limits the temperature gradient from exceeding 0.2 °C/s and prevents temperature overshoot to less than a degree. The PID controller was optimized at the acceptance testing stage of the experimental program and further improved following operation in the reactor environment.

During operation, the reactor undergoes various transients of known power. These are normally to accommodate sample movements or experiments and vary between 100 kW and 1 MW. With the PID controller active, the furnace temperature is maintained.
Fig. 2. Automatic swap to PID controller via LabView.

Figure 3 shows the operation of the high temperature furnace throughout a day, completely unattended where the depression in power between 500 and 1000 minutes corresponds to the reactor operation at 1MW.

Fig. 3. Full day operation of the high temperature furnace showing ohmic power and temperature.

The high temperature furnace operation has been smooth and stable. It is expected to maintain operational integrity throughout the experimental program of the project and in follow-on experimental efforts with minimal maintenance. The process of installation and data acquisition has occurred without major problems. The automatic PID controller works well with the parameters that were set manually.

3.1.3. Fiberoptics vs. STAR-CCM+ Predictions

Figure 4 illustrates a comparison of the thermal distribution from fiber optic measurements to the spatial gradient from the STAR-CCM+ simulation. The largest discrepancies are at the axial ends of the graphite since there are significant assumptions on the contact resistances with the alumina supports. This will affect the heat transfer from the ends. It was assumed, in the
modeling, that there would be about 20\% contact (only allowed 20\% of the mesh volume to transfer heat between surfaces).

![Normalized temperature distributions from fiberoptics measurements and the STAR-CCM+ model.](image)

It has been observed that fiberoptics measurements are severely affected by vibrations due to natural circulation cooling of the reactor while operating. The affected regions are typically at the fiber end (15.25+ meters) and at the feedthrough into the furnace (14.8 – 14.9 meters). It does appear that the vibration induced noise affects the measurement only locally and that the rest of the measurement is not impacted. The shape of the temperature distributions do closely match with the peak being predicted within a centimeter. As expected, the temperature gradients near the edges of the graphite heating element (the end of the STAR-CCM+ data plot corresponds with the end of the graphite heater) are steeper.

During operation of the furnace at an average temperature of 500\degree C, the fiberoptics measures an average temperature of 720.2\degree C; compared to the thermocouple readings this poses a challenge for the fiberoptics. The observed differences appear to be due to internal fiberoptics material effects and their interpretation by the fiberoptics data acquisition and processing software package.

At the present state of the question, there appear to be significant dependencies of the fiberoptics sensing on the software data package performance, especially on calibration and built-in material effects models. These dependencies jeopardize contemporary uses of fiberoptics-based sensing architecture. However, these observations do not exclude future potential applications as software packages mature.

### 3.1.4. Fiberoptics Lifetime Measurements

Twelve fiberoptics sensors were available for irradiation within the fiber optic instrumentation probe. This probe contains four of each of the temperature, gamma, and neutron detecting sensors, of which three fibers had failed prior to arrival of the probe at Texas A\&M University. An average fluence of 1.0x10^{19} n/cm^2 was reached for each fiberoptics sensor type during the
available operational time. The results of this irradiation are summarized in Table 1. Two fibers failed to initial thermal stressing and the two remaining gamma fibers failed as a result of the irradiation, as shown in see Fig. 5.

Table 1. Fiberoptics 3-month-irradiation survivability

<table>
<thead>
<tr>
<th>Fiberoptics Sensor Type</th>
<th>Final Condition</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma 1</td>
<td>Failed – DOA*</td>
<td></td>
</tr>
<tr>
<td>Temperature 2</td>
<td>Failed</td>
<td>Failed immediately at startup.</td>
</tr>
<tr>
<td>Neutron 3</td>
<td>Survived</td>
<td></td>
</tr>
<tr>
<td>Gamma 4</td>
<td>Failed – DOA*</td>
<td></td>
</tr>
<tr>
<td>Temperature 5</td>
<td>Survived</td>
<td></td>
</tr>
<tr>
<td>Neutron 6</td>
<td>Failed – DOA*</td>
<td></td>
</tr>
<tr>
<td>Gamma 7</td>
<td>Failed</td>
<td>Failed at 4.5e18 n/cm² fluence.</td>
</tr>
<tr>
<td>Temperature 8</td>
<td>Survived</td>
<td></td>
</tr>
<tr>
<td>Neutron 9</td>
<td>Survived</td>
<td></td>
</tr>
<tr>
<td>Gamma 10</td>
<td>Failed</td>
<td>Failed at 5.8e18 n/cm² fluence.</td>
</tr>
<tr>
<td>Temperature 11</td>
<td>Failed</td>
<td>Failed immediately at startup.</td>
</tr>
<tr>
<td>Neutron 12</td>
<td>Survived</td>
<td></td>
</tr>
</tbody>
</table>

DOA – dead on arrival.

It is likely that the failures of gamma-sensing fibers were resulting from material swelling. Both fibers failed with the same characteristics of increased return loss at point between support ferrule interfaces within the instrument probe. This assertion has not been physically confirmed in the present analysis.

![Gamma fiber return loss over probe length during irradiation.](image)
3.1.5. In-Core Sensor Positioning and Data Processing

A 3D whole-core exact-geometry model of a VHTR hexagonal-block configuration with a detailed component representation has been developed and implemented for calculations with MCNP/MCNPX and Serpent. The model is based on the NGNP pre-conceptual design features. [1]

The modeling approach allows for development and applications of in-core 3D performance map reconstruction techniques accounting for novel direct 3D in-core measurement approaches for extreme environments of HTRs such as would be eventually offered by fiberoptics sensing once this instrumentation technology matures to the level of reactor applications. Figure 6 summarizes six considered potential sensor arrangements within the VHTR including active core and reflector regions.

![Sensor Arrangements](image)

Fig. 6. Sensor arrangements within a VHTR, instrumented blocks are marked with “X”.
Figure 7 shows the average reconstruction relative errors for each of the arrangements depicted in Fig. 6. It is interesting to note that while arrangement 1 contains the most sensors, it does not always perform the best.

![Graph showing average reconstruction relative errors for six sensor arrangement configurations.](image)

**Fig. 7.** Average reconstruction relative errors (avg. RE) for six sensor arrangement configurations.

### 3.1.6. Conclusions

This report presented the results and observations obtained in the course of the 3-year program. The gained practical experience with fiberoptics sensors and computational evaluations of distributed sensing networks for reactor in-core applications indicate potential opportunities for future applications, especially in the environments which would be either physically hostile or geometrically challenging for traditional sensing technologies. Furthermore, as indicated above, distributed sensing allows gathering more robust data during reactor operation which is essential not only for predictive safety monitoring but also for competitive reliability and economics. The project was focused on NGNP/VHTR environments but the analyzed fiberoptics sensing and 3D in-core monitoring via distributed sensing are of paramount value for LWRs, emerging SMRs and all advanced nuclear reactors.

Although fundamental feasibility and potential applications for fiberoptics sensors have been established, the technology, by far, is not ready for near-term practical in-core implementations. The noted challenges include excessive dependencies of sensing system performance characteristics on vibrations due to thermo-mechanical core characteristics, resulting noise effects, internal fiberoptics material effects and their interpretation by the fiberoptics data acquisition and processing, and overall inherent dependencies of fiberoptics sensing technologies on accompanying software components to recover and interpret measured performance characteristics, and frequent calibration needs for the system to operate meaningfully.

These observations strongly suggest the need for further research efforts to systematically resolve these challenges, thus allowing taking a full advantage of the existing fiberoptics and distributed sensing capabilities for next generation in-core instrumentation solutions for current LWRs as well as SMRs and advanced reactor systems.
3.1.7. References


3.2. 3D Mapping and Reconstruction for In-Core Monitoring in Advanced Reactors

3.2.1. Introduction

Advanced sensor networks and data processing algorithms are needed for future generation nuclear reactors and energy systems. In many cases, detector systems designed for current generation LWRs cannot survive in advanced reactors. Reactor safety margins for these advanced systems must account for uncertainties in reactor operating conditions.

Accurate on-line reconstruction approaches would significantly reduce the uncertainties present in predictive capabilities for core-wide distributions thus enhancing system reliability and availability per year, and therefore, facilitating economic competitiveness via predictive assessments of the in-core conditions.

This paper is focused on reconstruction techniques for the very high temperature reactor (VHTR), one of several next-generation designs supported by the Generation IV International Forum (GIF). [1]

The novel VHTRs are characterized by very hostile in-core conditions of high temperatures and hardened neutron spectra, in which traditional sensors may operate reliably only for a limited amount of time failing prematurely due to combined effects of high temperatures and radiation. [2, 3]

In existing prototypes, like HTTR, this challenge is mitigated by providing out-of-core monitoring capabilities together with reconstruction of in-core values as well as by allowing for sensor insertion/withdrawal on demand thus extending their useful lifetime. [4]

The goal of the ongoing effort is to develop an advanced 3D in-core mapping and reconstruction via distributed sensor networks.
3.2.2. High-Fidelity Reactor Model

A 3D whole-core exact-geometry model of a VHTR hexagonal-block configuration with a detailed component representation has been developed and implemented for calculations with MCNP/MCNPX and Serpent. The model is based on the NGNP pre-conceptual design features.[1] The modeling approach allows for development and applications of in-core 3D performance map reconstruction techniques accounting for novel direct 3D in-core measurement approaches for extreme environments of HTRs.

Earlier benchmark studies validated applicability of the modeling approach to correctly represent design features and performance characteristics of HTRs. [5, 6] Figure 1 illustrates details of this model. The model color scheme demonstrates the ability to quantify physics characteristics while varying properties per block. It allows for tracking environments in fuel and coolant channels.

![Fig. 1. High fidelity whole-core VHTR model.](image)

3.2.3. Performance Analysis

This work is particularly concerned with the location in the core where neutron flux was at a maximum. The location of the hot spot is a complex function of time.

Figure 2 shows how the neutron flux hot spot moved up and down the core as a function of time. This complex behavior shows the need for a robust sensor network capable of providing sufficient information to reconstruct the in-core flux distribution. The corresponding Fig. 3 shows the flux distributions in the reactor at several different times during operation.
3.2.4. Reconstruction Approach

The conceptually simplest flux reconstruction methods are those based on pure interpolation. An algorithm that could linearly interpolate on an unstructured grid was used in order to accommodate any possible sensor configuration.

Using this method, a tetrahedral mesh is constructed whose vertices correspond to locations where the neutron flux is measured by a sensor. Mathematical techniques were then used to
linearly interpolate the neutron flux across the reactor core. The single-block sensor arrangement used to test the interpolation-based reconstruction algorithms is shown in Fig. 4.

Fig. 4. Sensor layout used within a single block structure.

Figure 5 summarizes six considered potential sensor arrangements within the VHTR including active core and reflector regions.

Fig. 5. Sensor arrangements within a VHTR, instrumented blocks are marked with “X”.
The proper orthogonal decomposition (POD) is a data analysis tool that can be used to create low-dimensional representations of high-dimensional data. POD has been used in a variety of fields including image compression, signal processing, turbulence analysis, and design optimization. In this work we focused on its use with time-series data. Given an ensemble of time-series data, POD can be used to create spatial modes, sometimes called empirical eigenfunctions, that can be used to reconstruct the data.

The POD-based method performs well, and better than the interpolation-based method, in the reconstruction relative error and percent error in true hotspot magnitudes. Figure 6 shows a detailed view of the algorithm's performance in predicting the z coordinate of the hotspot. Except for a few spikes, the error is modest for lower levels of noise, but degrades to unacceptable levels as the noise amount increases.

Sensor failure was modeled by deterministically failing the closest sensors to the core-wide hot spot. The reconstruction algorithm was run testing the effects of failing up 5 five sensors for each sensor arrangement. All cases used all modes from the POD basis generated from the odd-numbered snapshots. Sensor failure has the largest effect on arrangements 4 and 5; however, these two arrangements had the fewest sensors to begin with.

3.2.5. Conclusions

This paper presented the results and observations obtained in the course of the 3-year program. The computational evaluations of distributed sensing networks for reactor in-core applications indicate potential opportunities for future applications.

The project was focused on NGNP/VHTR environments but the analyzed sensing and 3D in-core monitoring via distributed sensing are of paramount value for LWRs, emerging SMRs and all advanced nuclear reactors.

The interpolation-based algorithm is conceptually straightforward and performs well provided enough sensors are placed in the core. It is doubtful that it would be economically feasible to remove fuel pins from the core just to insert more sensors.
The POD-based reconstruction method is recommended over the interpolation-based method because it yields more accurate reconstructions with fewer sensors. The POD-based method was able to reconstruct the in-core flux with 24 sensors more accurately than the interpolation-based algorithm could with 211 sensors. The POD method was also better at handling signal noise and sensor failure.

The chief disadvantage of the POD-based method is that its behavior is not as predictable as the interpolation-based method. The snapshots fed into the algorithm must span the operating conditions experienced by the reactor.

3.2.6. References
4. Introduction

Generation IV very high temperature reactors (VHTR) constitute one of the near-term advanced reactor design groups that have a potential for early deployment. The VHTR designs stem from historical high temperature gas-cooled reactors which have been in operation since the 1950s.

Generation IV VHTRs offer a broad spectrum of potential applications ranging from electricity generation to industrial heat applications to nuclear waste management. The next generation nuclear plant (NGNP) will be a full-sized demonstration VHTR targeting industrial heat applications and electricity.[1]

However, the current near-term VHTRs have projected helium outlet temperatures ranging from 750°C to 950°C, with nominal fuel temperatures being as high as 1250°C.[1] These high temperatures expected in VHTRs, combined with the high radiation environment, create extremely harsh operating conditions for in-core monitoring systems, limiting accessibility of the core and longevity of the instruments. This challenge is currently mitigated by providing out-of-core monitoring capabilities together with reconstruction of in-core values.

Advanced instrumentation capable of operating in high temperature/radiation environments can be used to fully map the temperature and neutron fluence distributions in advanced reactor cores. Online, distributed measurements provide real-time assessment of reactor performance and can be used to benchmark simulation and analysis codes.

However, the harsh operational conditions pose tremendous challenges for in-core monitoring system design. A distributed fiber optic temperature and fluence sensor network operable under extreme conditions and which may be located throughout a reactor core ( axial and transverse dimensions) is currently being developed.

Online direct 3D in-core temperature and fluence mapping via a distributed sensor network provides real-time assessments of reactor performance characteristics facilitating safe and reliable operation of VHTRs with optimized operational margins and potentially minimal needs for operator/maintenance interventions.

This report discusses the ongoing effort to develop an advanced 3D in-core mapping via a distributed sensor network that would be capable of reliable performance in high temperature/high radiation environments for prolonged periods comparable at least to the fuel loading lifecycles. The project is funded by the DOE Nuclear Energy University Program and is focused on testing of a distributed fiber optic sensor network for online 3D temperature and neutron fluence mapping in the VHTR in-core environment.[2]

Supported by a DOE Nuclear Energy University Programs award, the project scope encompasses fabrication of sensor hardware, test article design and fabrication to support in-core testing, sensor hardware demonstration at the Texas A&M University (TAMU) TRIGA research reactor, 3D modeling of the NGNP/VHTR configuration and scaling from the TRIGA test environment to the anticipated VHTR operating conditions. A test configuration that allows for simultaneous exposure of the fiber optic sensors to high temperature and high radiation fields has been designed, and fabrication is currently under way.

The high temperature test device is adapted from in-core furnace equipment licensed for use in TRIGA research reactor facilities in the early 1970s (Nuclear Regulatory Commission licenses
R-38 and R-67). Device irradiations and post-test analysis will be performed at the TRIGA facility. Although the TRIGA environment can vary significantly from that expected in the proposed VHTR and other advanced reactor designs, the flexibility of operation, ease of startup, and sample accessibility make it ideal for initial component testing.

### 4.1. Objective

The proposed work will enable development of a highly reliable, distributed fiber optic temperature and fluence sensor network operable under high temperature/neutron fluence conditions and located throughout the reactor core (axial and transverse dimensions).

The project scope encompasses fabrication of the sensor hardware, test article design and fabrication to support in-core testing, sensor hardware demonstration at a university TRIGA research reactor (URR) facility, 3D modeling of the NGNP/VHTR configuration and scaling from the TRIGA test environment to the anticipated VHTR operating conditions.

The corresponding temperature/neutron field map reconstruction techniques and optimization of in-core detector positioning to minimize uncertainties will also be performed. The advantages of real-time in-core monitoring will be illustrated.

### 4.2. Background

#### 4.2.1. VHTR In-Core Environment

The very high temperature reactor (VHTR) is considered one of the possible designs for the next generation of nuclear reactors. The proposed Next Generation Nuclear Plant (NGNP) will be a full-sized demonstration VHTR. The development of instrumentation that can function in the unique environment inside the reactor was identified as a principal technical risk to the NGNP.[1]

<table>
<thead>
<tr>
<th>Temperature</th>
<th>VHTR In-Core Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coolant Inlet temperature</td>
<td>490° to 600°C for prismatic cores,</td>
</tr>
<tr>
<td></td>
<td>350°C for pebble bed cores</td>
</tr>
<tr>
<td>Coolant Outlet temperature</td>
<td>900° to 950°C</td>
</tr>
<tr>
<td>Max fuel temperature</td>
<td>1250°C to 1400°C</td>
</tr>
<tr>
<td>Coolant pressure</td>
<td>7 MPa for prismatic cores,</td>
</tr>
<tr>
<td></td>
<td>9 MPa for pebble bed cores</td>
</tr>
<tr>
<td>Peak neutron fluence*</td>
<td>1.7E20 – 1.67E21 [n/cm²] over 1 year</td>
</tr>
</tbody>
</table>

*The peak neutron fluence is the expected fast fluence (E>0.1 MeV) for reactor internals which receive the most dose, namely the fuel and the inner reflector.

Instrumentation is needed to measure temperatures, neutron fluence, and the coolant flow rate. The high temperatures present in a VHTR during normal operation make it a challenging environment for sensors. Developing sensors that can that can withstand the temperatures present at the core outlet for an acceptable period of time will be a challenge.[2]
Sensors that are capable of measuring the high-temperature coolant flow will also need to be developed. Being able to accurately measure coolant flow is especially important in a graphite block prismatic gas-cooled reactor where radiation-induced graphite deformations would block coolant channels.

Finally, sensors are needed that can measure the neutron flux in the reactor. The in-core flux is not significantly harsher than what is found in conventional reactors, but could pose a challenge as the radiation measuring instrumentation must be able to withstand the harsh temperature environment as well. Table 1 summarizes the normal operating conditions of a VHTR.[3,4,5]

In the proposed designs for the NGNP, the core is cooled by high-pressure helium. Reactor instrumentation must be able to withstand these high pressures (shown in Table 1).

Additionally, any impurities in the coolant, as those summarized in Table 2, could raise material compatibility issues with instrumentation.[6,7,8]

Table 2. Impurities in historical gas-cooled reactors*

<table>
<thead>
<tr>
<th>Reactor</th>
<th>H₂</th>
<th>H₂O</th>
<th>CO₂</th>
<th>CO</th>
<th>CH₄</th>
<th>N₂</th>
<th>O₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dragon</td>
<td>2</td>
<td>0.1</td>
<td>&lt;0.04</td>
<td>1.2</td>
<td>0.3</td>
<td>0.3</td>
<td>N/A</td>
</tr>
<tr>
<td>Peach Bottom</td>
<td>10</td>
<td>~0.5</td>
<td>&lt;0.5</td>
<td>0.5</td>
<td>1.0</td>
<td>0.5</td>
<td>N/A</td>
</tr>
<tr>
<td>AVR</td>
<td>30</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>N/A</td>
</tr>
<tr>
<td>Ft. St. Vrain</td>
<td>2.7</td>
<td>&lt;1</td>
<td>0.5-3</td>
<td>1-10</td>
<td>0.1-0.8</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>HTTR</td>
<td>&lt;3.0</td>
<td>&lt;0.2</td>
<td>&lt;0.6</td>
<td>&lt;3.0</td>
<td>&lt;0.5</td>
<td>0.2</td>
<td>&lt;0.04</td>
</tr>
</tbody>
</table>

*Italicized values are in ppmv, while the rest of values are in pressure units (Pa).

The sensors could also be affected by the graphite dust that is expected to be present. Graphite dust is primarily an issue in pebble bed type reactors. A test size pebble bed reactor core is projected to contain about 10-50 kg of dust. Dust in prismatic core would be at least an order of magnitude less and would be deposited unevenly around the core.[6,9]

Of final concern are anticipated transients and accident conditions. In-core instrumentation would not be expected to survive accident conditions, but they are nonetheless presented for completion. Temperature is the primary attribute of concern during accident conditions.

In most accident conditions, fuel temperatures are not expected to exceed 1600°C.[4,10,11] Of additional concern would be the depressurization and air-ingress accident. This would result in a drop to atmospheric pressure and complications as a result of air entering the core.

4.2.2. Candidate Sensors for VHTR In-Core Flux and Temperature

There are several sensor types which can be used in the VHTR core. The high-temperature and high-radiation environment present significant challenges to sensor design and operational reliability characteristics.

The desire to use the sensors inside the VHTR core also places restrictions on their size. The primary candidates for in-core neutron detection are fission chambers, self-powered neutron detectors (SPNDs), and fiber optic sensors.

In-core fission chambers have been developed for use in French fast breeder reactors. In core fission chambers have primarily been used during startup and shutdown, when counting rates
are too low to use detectors under the vessel. They have also been used during core loading to closely monitor reactivity.

Fitting the necessary electronics into a package small enough to be used inside the core can be difficult; however, all engineering challenges for the use of in-core fission chambers in sodium fast reactors have effectively been solved, but such reactors only operate at about 600° C. In-core fission chambers are also used in the HTTR, but, once again, the temperatures do not exceed about 600° C.[12,13]

Self-powered neutron detectors are advantageous because of their simpler electronics. Generally speaking, fission chambers are more accurate and sensitive than SPNDs. The advantages of SPNDs are their reliability, robustness, small mass, small size, and small power requirements.

Work has been done regarding the feasibility of using SiC SPNDs gas turbine-modular helium reactors. Research found that such detectors could not survive the 850°C coolant temperatures or the fast fluence present in the core.

To mitigate these problems, the sensors must be placed in the central reflector, where the temperature is lower and the neutron spectrum is softer.[14,15]

The final candidate for potential use in in-core neutron measurements is a fiber optic based sensor. The use of fiber optic sensors for neutron flux measurements has not been proven to the extent of other the other detectors, namely SPNDs and fission chambers.

Initial research has shown that such fiber optic sensors could measure gamma flux as well as thermal, epithermal, and fast neutron fluence, and operate at temperatures up to 720° C. These sensors are currently capable of providing neutron and gamma measurements once every 18 seconds.[16,17]

The distributed nature of the sensor provides a significant advantage over the point reading that is generated by a thermocouple; however more research is needed to develop fiber optic sensors that could operate at the temperatures found inside a VHTR core.[18,19,20] The expected neutron/gamma fluences between operating cycles and the neutron energy spectrum are of prime interest.

The fiber optics, within a reactor system, will nominally be held at constant temperature, reducing the likelihood that thermal cycling will be a failure mode of the fiber optic. It is expected, then, that the total fluence will be the limiting condition of fiber lifetime in the reactor.

4.2.3. Fiber Optic Temperature/Neutron/Gamma Mapping for VHTRs

Luna Innovations has previously demonstrated the key technical elements required to develop a highly distributed fiber optic temperature, neutron fluence, and gamma flux mapping system for the VHTR environment.
Key elements shown in previous tests include:

- Fiber survivability in very high temperatures (>1000°C),
- Fiber survivability in high-radiation environments (2x10^{19} n/cm^2 and 87 GRad),
- Distributed temperature measurement using the Rayleigh backscatter technique,
- Measurement of neutron fluence using single point optical sensors.

While previous tests successfully demonstrated fiber performance under each condition independently, limited combined environment testing has been conducted. Sensors require longer duration testing at combined high temperature, high radiation conditions with real-time distributed measurement of neutron fluence to be qualified for VHTR service.

Standard optical fiber degrades rapidly at temperatures above 800°C. Specialty fibers and coatings that exhibit orders of magnitude improvement in useful fiber life relative to standard fiber at temperatures exceeding 1000°C have been developed and demonstrated for distributed temperature measurements with operational temperatures up to 1100°C.

Standard optical fiber has also been shown to darken, or brown, in the presence of relatively low gamma fields. Survivability of specialty fibers and low reflectivity fiber Bragg gratings (FBG) in very high neutron and gamma fields has been demonstrated using the novel Luna Innovations fiber optic sensor system. Low reflectivity (5%) gratings were exposed to 2x10^{19} n/cm^2 (>1 MeV) and 8.7x10^{10} Rad over a 60-day test. The FBGs were still functional at this dose level and showed excellent signal to noise ratios.

Typical FBG sensors are difficult to fabricate in fibers that have robust coatings necessary for high-temperature environments. Luna Innovations has developed capability that enables highly distributed temperature measurement using the intrinsic Rayleigh backscatter (RBS) signature that is present in all optical fiber. This approach has been demonstrated using metal-coated fiber (i.e., gold, nickel, or other coatings currently being investigated) to obtain temperature measurements at 1 mm intervals along the fiber at temperatures up to 850°C, and in high-radiation environments; long-duration testing of the fibers under combined high temperature/high radiation environments has not been completed to date. The result of continued development of FBG sensors that take advantage of RBS will be robust, environmentally tailored sensors available at greatly reduced cost.

Experimental observations of FBG sensor performance indicate a predictable sensitivity to neutron and gamma radiation. Using passive, non-scintillating, optical transducers previously developed, point sensors have been used to measure both neutron fluence and gamma flux in real-time.

This work indicates that contributions from neutron energies in the thermal, epi-thermal, and fast bands can be discerned. Initial neutron fluence monitors have shown an error of only 5% at a total fluence of 4.5x10^{17} n/cm^2.

Accuracy can be further improved by correcting for gamma cross-sensitivity. The current work will demonstrate distributed neutron and gamma sensing capability.
4.2.4. References


5. High Fidelity Modeling Approach

5.1. 3D VHTR/NGNP Configuration Model

To create advanced nuclear energy systems it is desirable to have a high fidelity modeling-based design development that relies on simulating features of the entire life cycle of the system before actual physical prototyping - from concept development to detailed design, prototyping, and safety analysis. A 3D whole-core exact-geometry model of a VHTR hexagonal-block configuration with a detailed component representation has been developed and implemented for calculations with MCNP/MCNPX and Serpent. Earlier benchmark studies validated applicability of the modeling approach to correctly represent design features and performance characteristics of HTRs.

The model is based on the NGNP pre-conceptual design features. Figure 1 illustrates details of this model. The model color scheme demonstrates the ability to quantify physics characteristics while varying properties per block. The model allows tracking environments in fuel and coolant channels. The sequence is being implemented as MatLab shell that will later be transformed into a stand-alone auxiliary module. The applied modeling approach and tools have been validated in previous efforts.

Fig. 1. Reference VHTR model with fuel and coolant channel neutron field tracking.
High Fidelity Modeling Approach

To capture and visualize performance characteristics, the detailed 3D maps are being produced at each block location as shown in Fig. 1 for a sample configuration. These maps allow for tracking of the HTR core loading patterns, in-core sensor responses, control schemes, fluence distributions, power peaking, and etc.

A sample fluence map is shown in Fig. 2. Color and size of each dot correspond to variations in values of performance characteristics.

![High fidelity VHTR modeling for 3D mapping – sample VHTR fast fluence map.](image)

**Fig. 2.** High fidelity VHTR modeling for 3D mapping – sample VHTR fast fluence map.

Figure 3 provides an example of the developed 3D high fidelity approach to identify, track and visualize power hot spots in a HTR core during its lifetime. In this case, a hot spot range has been selected so that not only the true max power peaking location can be identified and visualized but also values in some proximity to the maximum.

Simulations of the reactor operation over 12 years reveal 3D migration of the hot spot locations within the HTR core (per block). From the perspective of tracking irradiation histories per block, these migration effects are important to identify blocks approaching their lifecycle limits due to radiation damage effects.

Based on the 3D performance maps for HTRs it is possible to determine safety characteristics, sensor locations, as well as optimize control and monitoring strategies. The optimization
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Objectives could include requirements to minimize numbers of needed in-core sensors, sensor locations, identify optimum control scenarios to maximize operational time and fuel utilization efficiency and others. These 3D maps also vary as a function of fuel type. The HTR cores fueled with LEU-, Th- and TRU-compositions exhibit different power production distributions within their respective core configurations.

Fig. 3. In-core hot spot identification and evolution during the VHTR operation lifetime.
5.2. Image Reconstruction Applied to 3D Flux Data

5.2.1. Test Problems

A reference flux distribution was generated with a 3D mesh tally. The dimensions of the mesh tally are given in Table 1. A finer mesh tally was also generated with MCNP and applied within the project.

Table 1. Mesh Tally Data for a Reference Flux Distribution

<table>
<thead>
<tr>
<th>Mesh Tally Parameter</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of bins</td>
<td>200</td>
<td>200</td>
<td>24</td>
</tr>
<tr>
<td>Mesh cell dimensions [cm]</td>
<td>3</td>
<td>3</td>
<td>46.25</td>
</tr>
</tbody>
</table>

In both 2D and 3D test problems, random and grid placed sensors were considered. Since it is assumed that the fiber optic sensors will span the full length of the core, a grid or random sensor arrangement was generated for a single xy slice, then this arrangement was used for all axial levels of the core.

(a) Sample 2D (xy)-slices of the interpolation mesh for the grid and random cases.

(b) Sample 3D meshes for the grid (left) and random (right) cases.

Fig. 1. 2D meshes and their extrusions into 3D meshes representing the whole core.
Since the interpolation scheme used was mesh based, the placement process was analogous to generating a 2D mesh for a single xy slice and extruding it into a 3D mesh over the whole core. Figure 1 illustrates this point. Sensors are located on the vertices of the mesh. The meshes were generated in Matlab by Delaunay triangulation.

5.2.2. Performance of the Applied Reconstruction Methods in the Test Problems

Many of the figures of merit used to assess the accuracy of the reconstruction methods are the same for 2D and 3D cases. Since the overall goal of the flux reconstruction is to pinpoint hot spot location, the primary figure of merit considered was the error in the predicted hotspot location. This was quantified using an L-2 norm:

\[ \text{norm of error in hot spot location} = \| \vec{h}_{\text{reconstructed}} - \vec{h}_{\text{actual}} \|_2, \]

where \( \vec{h} \) is a vector that contains the (x, y, z) coordinates of the hot spot from either the reconstructed data or the reference data. The norm of the error in the hotspot location is equivalent to the geometric distance between the true hotspot and the predicted hotspot.

This error measure is plotted in Fig. 2 for grid and random sensor configurations.

Fig. 2. Norms of the error in the hotspot location as a function of number of sensors positioned in the grid and random configurations.
The results indicate that randomly positioning the sensors does not work in 3D, at least with this reconstruction algorithm. The issue with random sensor positioning is that the random sensor placement results in a deformed interpolation mesh.

Notably, the grid reconstruction algorithm performs very similar to its 2D counterpart.

The error in the reconstructed flux magnitude at the hotspot location from the reference data set is shown in Fig. 3.

![Fig. 3. Error in the reconstructed flux magnitude at the hotspot location from the reference data set as a function of number of sensors positioned in the grid and random configurations.](image)

In general the reconstruction algorithms underestimated the flux at the true hotspot location.

However, the results show that regardless of where they predict the hotpot location, the flux magnitude at the true hotspot location is only off by a few percent.

The norm of the reconstruction residual is shown in Fig. 4. The reconstruction residual is defined as:

\[
\text{reconstruction residual} = \left| \hat{\mathbf{A}}_{\text{reconstructed}} - \hat{\mathbf{A}}_{\text{reference}} \right|
\]

where \( \hat{\mathbf{A}} \) is a 3D array containing the flux at each \((x,y,z)\) point of the mesh. Figure 4 shows the norm of this residual as a function of sensor count for several different sensor configurations.
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Fig. 4. The norm of the reconstruction residual as a function of sensor count for different sensor configurations.

The relative error in the reconstruction flux is also used as a figure of merit. This error is defined as:

$$\text{relative error} = \left| \frac{\hat{\mathbf{A}}_{\text{reconstructed}} - \hat{\mathbf{A}}_{\text{reference}}}{\hat{\mathbf{A}}_{\text{reconstructed}}} \right|,$$

where $\hat{\mathbf{A}}$ is a 3D array containing the flux at each $(x,y,z)$ point. The relative error is converted into percent error by multiplying by 100%. Figure 5 shows the average of the percent error array as a function of sensor count. The corresponding median percent error is shown in Fig. 6.

The grid sampling using 1155 sensors performs sufficiently well to predict the steady state hotspots in the core; however, there is a room for improvement and development and application of more advanced interpolation methods.

For example, the standard Matlab’s 3D data interpolation function, TriScatteredInterp, only supports linear interpolation. The 2D test case analyzed previously employed cubic interpolation, but the Matlab function used to do this does not work on 3D arrays. Further investigation into the accuracy lost by doing linear interpolation is warranted. Development of more advanced interpolation methods for predictive signal data analysis and reconstruction towards early detection, management, and mitigation of hot spots is needed.
Fig. 5. Average % error in reconstruction as a function of sensor count.

Fig. 6. Median % error in reconstruction as a function of sensor count.
Reconstruction methods for data reconstruction in real time are of paramount importance during reactor transients.

Figure 7 compares an xy slice of the reconstruction domain to the same slice of the original data set. While the hotspot is predicted accurately, the reader may notice some reconstruction artifacts present in the image.

Fig. 7. Comparison of the reconstructed flux (right) and the reference set (left).

Figure 8 shows the relative error in the same xy slice as in Figure 7. The reader should recognize that the color scale axis is truncated at 1 for visualization clarity purposes. The maximum relative error present in the reconstruction is significantly larger than 1.

Fig. 8. The relative error present in the reconstruction in the same xy slice as in Figure 7.
5.3. Application of 3D Flux Reconstruction by Interpolation to Fine-Mesh Flux Data

5.3.1. Test Problems

MCNP was used to generate a reference beginning-of-life (BOL) flux distribution in the 650 MWth VHTR. 500 million particles were run during the active cycles to ensure that the mesh tally was resolved properly.

The dimensions of the mesh tally are given in Table 1.

Table 1. Mesh Tally Data for a Reference Flux Distribution

<table>
<thead>
<tr>
<th>Mesh Tally Parameter</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of bins</td>
<td>256</td>
<td>256</td>
<td>128</td>
</tr>
<tr>
<td>Mesh cell dimensions [cm]</td>
<td>2.34</td>
<td>2.34</td>
<td>8.67</td>
</tr>
</tbody>
</table>

It was assumed the sensors are sensitive to thermal flux (E < 1E-6 MeV). Therefore, all flux reconstruction efforts presented in this section concern the reconstruction of thermal flux.

The thermal flux distributions generated by MCNP are shown below in Fig. 1.

![Fig. 1. Reference flux distributions generated with MCNP. The hot spot is identified with a circled area.](image)

5.3.2. Sensor Arrangement

The sensor arrangement in each block is illustrated in Fig. 2.

The pitch was adjusted in such a way that that sensors were placed in the fuel rods lying on the red lines shown in Fig. 3.
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Fig. 2. General sensor layout used in each fuel block. The pitch of the sensor array, which is shown with a solid red line, is a variable.

Fig. 3. Sensor array locations within each fuel block.

The pitches considered are given in Table 2. The pitch of 0 means that the block contains a single sensor located at the center. To be clear, the 0 pitch case consisted of 211 sensors, while all other cases used 1477 sensors. The significant difference between the sensor counts may make the 0 pitch case more favorable than the others even though it does not perform as well.
Table 2. Pitch Values in the Block Sensor Lattice

<table>
<thead>
<tr>
<th>Pitch [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000000</td>
</tr>
<tr>
<td>3.255563</td>
</tr>
<tr>
<td>6.511125</td>
</tr>
<tr>
<td>8.138907</td>
</tr>
<tr>
<td>11.39447</td>
</tr>
<tr>
<td>13.02225</td>
</tr>
</tbody>
</table>

Sensors were placed in all blocks of the inner reflector, all blocks of the active core, and the first ring of the outer reflector.

### 5.3.3. Reconstruction Results

The results of the reconstruction are shown in Fig. 4 through 6. The error metrics used to gauge the performance of the reconstruction algorithm will be briefly outlined first. The first error metric considered is the norm of the error in hot spot location:

\[
\text{norm of error in hot spot location} = \| \vec{h}_{\text{reconstructed}} - \vec{h}_{\text{actual}} \|_2,
\]

where \( \vec{h} \) is a vector that contains the (x, y, z) coordinates of the hot spot from either the reconstructed data or the reference data.

This is equivalent to the distance, in [cm], between the true hot spot and the predicted hot spot. The hot spot is defined as the point in the reactor with the largest value of thermal flux.

The second error metric considered was the norm of the reconstruction residual. The reconstruction residual is defined as:

\[
\text{reconstruction residual} = \left| \hat{A}_{\text{reconstructed}} - \hat{A}_{\text{reference}} \right|
\]

where \( \hat{A} \) is a 3D array containing the flux at each (x,y,z) point of the mesh.

The final two error metrics are the average and median of the relative error between the reconstruction and the reference result:

\[
\text{relative error} = \frac{\hat{A}_{\text{reconstructed}} - \hat{A}_{\text{reference}}}{\hat{A}_{\text{reconstructed}}}
\]

where \( \hat{A} \) is a 3D array containing the flux at each (x,y,z) point.

The final error metric considered is the percent error in true hot spot magnitude, defined in terms of flux values:
percent error in true hot spot magnitude = \frac{\phi_{\text{reconstructed}}(\vec{r}) - \phi_{\text{reference}}(\vec{r})}{\phi_{\text{reconstructed}}(\vec{r})},

where \vec{r} is the location of the hot spot in the reference calculation.

Fig. 4. Results of the reconstruction as a function of sensor lattice pitch.

Only the zero pitch sensor arrangement accurately predicts the location of the hotspot. On the other hand, the zero pitch sensor arrangement performs the worst in all other error metrics, including percent error in hotspot magnitude.

Figure 5 compares the zero pitch reconstruction to the 11.34 cm pitch reconstruction.

The 11.34 cm pitch was chosen because it performed well in the reconstruction residual and reconstruction relative error metrics.
Fig. 5. Side-by-side comparison of the reconstructions generated by the zero pitch (left) and 11.34 cm pitch (right) sensor arrangements. The plots show the xy plane of each algorithms’ predicted hot spot.

5.3.4. Sensor failures

Interpolatory reconstruction methods do not work well when sensors fail as illustrated in Fig. 6. To handle sensor failures, it is proposed to solve a neutron transport problem but only in the regions where sensors have failed.

Fig. 6. The effect of sensor failure on flux reconstruction, 10 sensors closest to the true hot spot assumed to have failed. The zero pitch sensor arrangement is shown on the left, while the 11.34 cm pitch arrangement is shown on the right. The predicted hot spots are circled in each plot.
5.4. Emulation of VHTR Conditions in TRIGA

Emulation of the VHTR conditions requires three criteria to be met: the neutron energy spectra, operational temperatures, and the environment of the TRIGA test (including radiation fields, mechanical characteristics, etc.) and the VHTR conditions must closely match or be scalable from TRIGA to VHTR.

At the experimental proof-of-performance stage of the project, the Texas A&M University’s TRIGA (Training, Research, Isotope Production, and General Atomics) Mark I research reactor with a nominal operational power of 1MW is being utilized to emulate operating conditions in VHTRs.

Because this is a light water reactor operating at much lower operational temperatures than VHTRs, a specialized test device is required to emulate the VHTR high temperature conditions. The sensor test assembly is planned to be irradiated to fluence levels of $2 \times 10^{19} \text{n/cm}^2$ or higher and operate at 1000°C. This will provide the basis of supporting the use of the fiber optics within a reactor environment. A high temperature test furnace has been developed to achieve this goal.[4]

The furnace design is an adaptation of the original General Atomics furnace developed in 1970s for HTR fuel testing in TRIGA reactors. The overall TRIGA setup configuration of the experiments is shown in Fig. 1.

![Fig. 1. TRIGA-based high temperature testing assembly.](image)
High Fidelity Modeling Approach

There are significant space constraints on developing experiments within the reactor core, such that a larger furnace that could be used to harden the thermal spectrum becomes unfeasible. Using an external beam port for this purpose is also impractical due to the low neutron fluence and mechanical difficulties of operating the beam port for long irradiation periods. Placing preferential absorbers to focus the desired spectrum reduces the fluence rate such that the required fluence levels will not be achievable within a single year timeframe. Thus, the neutronics environment of VHTRs will require scaling and equivalence analysis to relate experimental results to the VHTR operating conditions.

The high temperature furnace will be inserted into a designated location of the TRIGA core. Figure 1 shows the overall layout of the furnace assembly including the in-core portion of the sensor assembly tube (void tube) and neighboring fuel elements.

The furnace will spend approximately 218 days in the TRIGA reactor core. Although the TRIGA does not operate continuously (24/7), the furnace will be on and data will be collected from the fibers when the reactor is in operation.

This means that the power will be varied over the course of data acquisition, and that the fibers will be subjected to significant thermal cycling that would not be present under normal operating conditions if installed in a VHTR. This cycling could lead to early failure of the fibers that may not be seen without the cycling. Details of the complex irradiation schedule will be accounted for at the scaling stage of the data post-processing when TRIGA results will be related to VHTR conditions.

Some of the design challenges include: operation at 1000°C without inducing incipient boiling; temperature of the coolant adjacent to the furnace assembly must be maintained below the Technical Specification’s Limiting Safety System Setting (525°C), and design compliance to the 10 CFR Part 50.59.

Figure 2 shows cross-sectional view of the overall layout of the developed high temperature furnace assembly. There are four major components.

- The graphite heater provides the thermal heat required to attain 1000°C.
- The addition of two concentric niobium thermal shields minimizes the needs for active heat removal systems.
- These shields are supported within aluminum housing to provide a pressure boundary for vacuum conditions.
- The assembly is contained within another tube used for displacing the water in the TRIGA experimental location.

Additionally, this outer tube is pressurized above the hydrostatic pressure of the surrounding water to prevent water leakage into the furnace assembly.

High fidelity computational continuum mechanics (CCM) simulations of the furnace assembly performance characteristics are the basis for the selected design parameters. Initial sizing constraints were based on geometrical restriction within the reactor lattice and shield size and number were determined with 1D heater transfer calculations.
High Fidelity Modeling Approach

Fig. 2. High temperature furnace assembly emulating VHTR conditions for advanced sensor testing in TRIGA reactors.

The high temperature furnace assembly has been designed based on the results of high fidelity simulations using STAR-CCM+ and MCNP.[1,5] MCNPX was also used for simulating the heating in the thermal shields induced niobium neutron capture reaction as well as reactivity insertions due to flooding of the experiment. The resulting heating from the inner and outer concentric shields were used directly in the thermal modeling.

Figure 3 provides the results of the furnace thermal performance simulations with STAR-CCM+. As can be seen, the design is capable attaining high temperatures at the sensor location while restricting outside temperatures to near ambient levels. The high temperature region is completely shielded from the TRIGA in-core environment and does not result in elevated temperatures outside of the furnace assembly. The model includes ohmic heating of the graphite and copper power leads as well as capture heating in the niobium thermal shields. These are included as field functions in the simulation. Convective cooling was determined using a sub-channel code, taking advantage of the lattice configuration, to reduce the computational requirements. Thus, it has been demonstrated computationally that the developed test assembly design can attain the desired 1000°C-levels at the sensor location without causing an increase in temperature levels outside of the furnace assembly void tube.
Although high temperatures are attainable, the neutronics conditions of VHTR cores are more difficult to emulate in the TRIGA reactor core because of the inherent physics features. The TRIGA Mark I fuel design uses a zirconium hydride metal lattice which places moderator directly in the fuel. Zirconium hydride comprises 70% of the fuel meat mass, diminishing the fast spectrum.

Fig. 4. Neutron energy distributions in the TRIGA test location and in the VHTR core.
High Fidelity Modeling Approach

Figure 4 shows the resulting differences between the neutron spectra in the TRIGA core and the VHTR spectrum. The high temperature furnace provides the required temperature conditions. The neutronics conditions of VHTRs are much more difficult to emulate because of the inherent physics features of TRIGA reactors. The TRIGA Mark I fuel design uses a zirconium hydride metal lattice which places moderator directly in the fuel.

Figure 5 shows the local heater-to-VHTR flux ratios. None of the energy regions yields flux ratios equal to unity, although the intermediate energy range exhibits the least variation between spectral conditions in these two reactors.

![Image](image_url)

**Fig. 5. Scaling and potential spectrum tailoring needs to relate TRIGA test results to VHTR in-core conditions.**

Such ratio sets based on flux, fluence and reaction rate calculations will have to be used to determine performance levels that would be equivalent to the VHTR core environment from the corresponding values obtained in the experiments with the high temperature furnace installed in the TRIGA reactor core.

The observed differences between neutronics conditions in TRIGA and VHTR cores will require further scaling and equivalency studies to establish relationships between experimental data and anticipated performance characteristics.

The furnace is an enclosed system, so the operating temperatures and pressure of the TRIGA are irrelevant to a comparison. The neutron flux determines the reaction rates within the fiber optic and is shown in Fig. 6. Figure 6 shows the normalized neutron spectrum for the VHTR averaged coolant channel, the in-core fiber optic location in E2 of the TRIGA, and the averaged TRIGA fuel spectra generated with MCNP5. The relative difference between the VHTR and fiber optic normalized distributions is shown, with a maximum at the trailing edge of the thermal Maxwellian of the VHTR neutron spectrum. A flat relative difference indicates that the distributions are shaped similarly. The fiber optic spectra are quite noisy, due to low numerical sampling in the fiber optic volume; however, the shape is very telling of a low fast-to-thermal
ratio. This is quite far from the expected VHTR distribution and may be cause for poor comparison overall.

![Graph showing neutron spectrum comparison](image)

**Fig. 6.** Comparison of the expected VHTR neutron spectrum and TRIGA neutron spectrum with the relative difference between fiber optic and VHTR on the secondary axis.

### 5.5. Safety Evaluations and Validation Program

The design basis for this experimental device is the possibility of water ingress and subsequent steam rupture. Due to the proximity of the furnace to the fuel, roughly 0.4 in, this event could result in fuel cladding damage.

To prevent this incident, various measures were taken: a double enclosure of 0.065 in Al-6061 T6 tubing is used and the outer enclosure is pressurized to 400 kPa (the hydrostatic pressure is about 200 kPa) with UHP helium.

Additionally, material usage and temperatures are limited on the basis of reducing the thermal storage within the furnace. Temperatures are limited on the basis that there is a perfect amount of water, such that it all completely absorbs all the thermal energy and converts to steam, the
volume required at the failure pressure is equal to open volume of the furnace. This includes the partial pressure of helium.

This leads to the assumption that the graphite heater shuts off. There are pressure switches on the furnace to assure proper performance.

5.5.1. Thermal Conditions

Validation efforts of neutronics and thermal simulations were completed following operational tests of equipment and with experimental data from the TRIGA reactor. These included validation efforts of radiation modeling and fluence measurements.

The first series of validations were completed for radiation modeling of the graphite heaters. Each heater was constructed to allow for power lead contacts with a variable current power supply and placed in vacuum of $10^{-4}$ torr.

Figure 1 shows the mesh of the graphite heater. Mesh refinement studies concluded this mesh would be suitable.

![Fig. 1. Polyhedral computational mesh for the graphite heater to be used in STAR-CCM+ radiation simulations compared to the actual graphite heater.](image)

A distributed fiber optic test system will be used to provide data for validating the thermal modeling.

Using an Optical Backscatter Reflectometer (OBR), the distributed temperature within the high temperature test device can be measured.

The OBR is capable of measuring temperature every 0.5 cm down the length of an attached optical fiber up to temperatures of 850°C with a 0.1°C resolution.

Fiber survivability has been shown above 1000°C.

Table 1 outlines the primary results of the validation efforts. The largest errors resulted in determination of the heat flux from the graphite.

This is attributed to lack of modeling of the thermocouple contacts and from contact resistances of the supports for the graphite heater and power leads.
Table 1. Comparison of STAR-CCM+ Values to Experimental Values.

<table>
<thead>
<tr>
<th>Current (amps)</th>
<th>Surface Temp (°C)</th>
<th>Measured Temp (°C)</th>
<th>Heat Flux (W/m²)</th>
<th>Power Error</th>
<th>Temp. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.50</td>
<td>39.74</td>
<td>37.7825</td>
<td>82.44</td>
<td>-0.0944</td>
<td>0.0063</td>
</tr>
<tr>
<td>4.50</td>
<td>47.17</td>
<td>46.4325</td>
<td>134.83</td>
<td>-0.0919</td>
<td>0.0023</td>
</tr>
<tr>
<td>6.00</td>
<td>60.22</td>
<td>57.8975</td>
<td>236.13</td>
<td>-0.0948</td>
<td>0.0070</td>
</tr>
<tr>
<td>8.00</td>
<td>79.77</td>
<td>78.4425</td>
<td>411.73</td>
<td>-0.0981</td>
<td>0.0038</td>
</tr>
<tr>
<td>10.00</td>
<td>100.47</td>
<td>100.6</td>
<td>632.5</td>
<td>-0.0948</td>
<td>-0.0003</td>
</tr>
<tr>
<td>12.00</td>
<td>121.55</td>
<td>121.18</td>
<td>898.15</td>
<td>-0.0862</td>
<td>0.0009</td>
</tr>
<tr>
<td>13.50</td>
<td>137.32</td>
<td>135.4875</td>
<td>1126.97</td>
<td>-0.0849</td>
<td>0.0045</td>
</tr>
<tr>
<td>15.00</td>
<td>152.95</td>
<td>150.53</td>
<td>1381.29</td>
<td>-0.0876</td>
<td>0.0057</td>
</tr>
<tr>
<td>17.00</td>
<td>173.46</td>
<td>169.1375</td>
<td>1760.26</td>
<td>-0.0896</td>
<td>0.0098</td>
</tr>
<tr>
<td>18.50</td>
<td>188.55</td>
<td>182.6175</td>
<td>2074.49</td>
<td>-0.0887</td>
<td>0.0130</td>
</tr>
<tr>
<td>20.00</td>
<td>202.72</td>
<td>194.7725</td>
<td>2399.59</td>
<td>-0.0936</td>
<td>0.0170</td>
</tr>
<tr>
<td>21.25</td>
<td>215.48</td>
<td>205.822</td>
<td>2717.25</td>
<td>-0.0875</td>
<td>0.0202</td>
</tr>
<tr>
<td>23.00</td>
<td>232.1</td>
<td>220.4275</td>
<td>3170.96</td>
<td>-0.0799</td>
<td>0.0237</td>
</tr>
<tr>
<td>24.50</td>
<td>246.03</td>
<td>232.18</td>
<td>3587.32</td>
<td>-0.0800</td>
<td>0.0274</td>
</tr>
<tr>
<td>26.00</td>
<td>259.68</td>
<td>243.9025</td>
<td>4028.76</td>
<td>-0.0760</td>
<td>0.0305</td>
</tr>
<tr>
<td>6.00</td>
<td>60.22</td>
<td>59.5475</td>
<td>236.13</td>
<td>-0.0948</td>
<td>0.0020</td>
</tr>
<tr>
<td>10.00</td>
<td>100.47</td>
<td>101.23</td>
<td>632.5</td>
<td>-0.0897</td>
<td>-0.0020</td>
</tr>
<tr>
<td>17.00</td>
<td>173.46</td>
<td>171.2675</td>
<td>1760.26</td>
<td>-0.0865</td>
<td>0.0049</td>
</tr>
<tr>
<td>26.00</td>
<td>259.68</td>
<td>246.9625</td>
<td>4028.76</td>
<td>-0.0907</td>
<td>0.0245</td>
</tr>
<tr>
<td>28.00</td>
<td>277.42</td>
<td>262.15</td>
<td>4656.07</td>
<td>-0.0943</td>
<td>0.0285</td>
</tr>
<tr>
<td>30.00</td>
<td>294.68</td>
<td>276.7925</td>
<td>5327.23</td>
<td>-0.0959</td>
<td>0.0325</td>
</tr>
<tr>
<td>32.00</td>
<td>311.48</td>
<td>290.3725</td>
<td>6041.94</td>
<td>-0.0959</td>
<td>0.0375</td>
</tr>
<tr>
<td>34.00</td>
<td>327.84</td>
<td>303.8825</td>
<td>6800.1</td>
<td>-0.0849</td>
<td>0.0415</td>
</tr>
<tr>
<td>36.00</td>
<td>343.81</td>
<td>317.1455</td>
<td>7601.9</td>
<td>-0.0842</td>
<td>0.0452</td>
</tr>
<tr>
<td>39.00</td>
<td>367.08</td>
<td>338.59</td>
<td>8887.66</td>
<td>-0.0755</td>
<td>0.0466</td>
</tr>
<tr>
<td>41.00</td>
<td>382.2</td>
<td>348.185</td>
<td>9801.78</td>
<td>0.0196</td>
<td>0.0548</td>
</tr>
<tr>
<td>44.00</td>
<td>404.39</td>
<td>365.8425</td>
<td>11262.82</td>
<td>0.0531</td>
<td>0.0603</td>
</tr>
<tr>
<td>46.00</td>
<td>418.92</td>
<td>376.8275</td>
<td>12300.6</td>
<td>-0.0011</td>
<td>0.0648</td>
</tr>
<tr>
<td>47.50</td>
<td>429.72</td>
<td>385.5925</td>
<td>13144.9</td>
<td>-0.0172</td>
<td>0.0670</td>
</tr>
</tbody>
</table>
The reflection of radiation from the surface of the vacuum chamber was also neglected, but the surface temperature of the chamber and the environmental temperature of the model were equivalent in all simulations.

Additionally, during the process of heating the graphite, system resistivity was determined with a multimeter and applied to the model as shown in Fig. 2. Inconsistent coupling between the leads and power supply required experimental validation of values applied in models for each heater that was tested.

Validation efforts continued following the completion of the furnace fabrication. The efforts included bench top testing of the furnace in an open pool environment. The parameters that are compared with are: furnace, void tube, and heater surface temperatures. Pressure tests were conducted to ensure weld quality and vacuum capability.

---

**Fig. 2. Resistivity as a function of average graphite temperature.**

**Fig. 3. Sample temperature transient.**
5.5.2. Heater Stress Testing

The controller for the furnace will be operated with LabView. This allows for control of the power supply, either manually or automatically, given a desired temperature for any given thermocouple input. Various thermal stress/transient tests to demonstrate heater fabrication were completed. These showed satisfactory cementing of thermocouples and power leads.

Heater stress testing has been successful for the most severe of possible transients, although cooling transients were limited in scope. Figure 3 illustrates transient temperature fluctuations. Maximum temperature condition did not fail during steam rupture evaluations.

5.5.3. Physical Tests

Spatial continuous instrumentation technologies have been under development in recent years to measure temperatures along a specific direction. Unlike other measurement systems that measure at finite locations, fiber optic technology allows for such continuous measurements.

Figure 4 illustrates continuous measurements via the distributed fiberoptics test system. This distributed fiber optic test system is used to provide data for validating the thermal modeling. Using an Optical Backscatter Reflectometer (OBR), the distributed temperature profile within the high temperature test device can be measured. The OBR is capable of measuring temperatures every 0.5 cm down the length of an attached optical fiber up to temperatures of 850°C with a 0.1°C resolution. Fiber survivability has been shown above 1000°C.

![Continuous Temperature Measurement](image)

**Fig. 4.** Continuous temperature measurement showing heated and cooled regions.

Inherently, any material structure will expand during temperature changes within the material. Fiber optic measurements take advantage of this phenomenon by using spectral backscatter analysis to determine the strain induced within the fiber as a result of this expansion. It is then known, that any geometry change in the fiber will induce a change in the strain in the fiber optic.
It was investigated whether this greatly affects the measurement accuracy and to what extent the vibrations might affect coupling joints. It was shown that the measurement was particularly affected by certain vibrations, those specific in the “fan” range, and the magnitude of those vibrations induced further error.

Fig. 5. Sample fiberoptics performance effects due to vibrations.
High Fidelity Modeling Approach

The fiberoptics sensors are expected to be capable to reliably operate within the reactor vessel internals. The most desirable placement locations of interests are within the core itself. Emerging fiberoptics performance issues in these environments need to be evaluated and quantified.

Under nominal, steady-state conditions, there is a significant amount of coolant flowing through coolant channels and assemblies. There are massive 10MW pumps. These and other system features will contribute to mechanical vibrations.

With the measurement systems distributed throughout the reactor, all these vibrations can be expected to impact the fiberoptics systems.

It is the objective of this study to determine, based on the operating conditions of the TRIGA facility and other supporting equipment, on whether vibration-induced measurement errors can be expected, tolerated, or even avoided.

The effects of various components, present during the tests, are examined. These components are the turbo and scroll pump, computer, and power supply.

The computer and power supply do have a fan and it is suspected that these are enough to alter the measurements. Figure 5 illustrates effects due to vibrations on the return losses and temperature distributions.

5.5.4. Radiation Model Validation

The radiation model was developed consistently with the furnace testing program to assure availability of experimental data for validation. Simplifications included assumptions of constant emissivity values of 0.98 and omissions of the stands, TCs (thermocouples) and their contact points.

Radiative heat transfer boundary conditions were implemented assuming the following two conditions:

- the heater power level is equal to the heat flux, and
- the surface temperature determines the heat flux.

All of the applied thermo physical properties are from the STAR-CCM+ Model.

5.6. Conclusions

Results of the high fidelity simulations indicate that the furnace assembly should be capable of emulating VHTR temperature conditions in TRIGA experiments. The furnace allows the sensor location to reach 1000°C-levels while being completely shielded from the TRIGA core environment. Calculations indicate that no active heat removal systems (i.e. via flowing gas) will be required to maintain temperatures below the TRIGA limiting safety system setting (525°C) at the outer surface of the furnace void tube. While the VHTR temperature environments can be emulated directly with TRIGA experiments using the high temperature furnace assembly, the neutronics conditions will require further scaling and equivalency analysis of the experimental results of the TRIGA core to the expected VHTR operational conditions.
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6. Distributed Fiberoptics-Based Measurement System

6.1. Distributed Fiberoptic Characterization of In-Core Nuclear Radiation Fields

6.1.1. Introduction
Luna Innovations Incorporated teamed with Texas A&M University (TAMU) to develop, implement, and test a novel method of characterizing neutron flux distributions, gamma flux distributions and temperature profiles within the core of research reactors.

Since we have entered the beginning of the nuclear Renaissance period, leaders from the nuclear industry have been developing novel reactor designs to achieve modular construction economy, higher fuel utilization, higher electrical generation efficiency, intrinsically passive safety features, barriers to nuclear proliferation, and sometimes elevated reactor temperatures.

One of the goals in modern reactor designs is to achieve a uniform fission rate across all reactor fuel elements in order to avoid the necessity of replacing large sections of fuel when only a few fuel elements have reached their maximum service life.

If a nuclear reactor exhibits wide variations in local fission rate, reactor operators must reduce the average power level considerably in order to prevent any individual fuel element from exceeding its maximum rated fission rate, as illustrated in Fig. 1.

![Fig. 1. Uniformity of fission rate profiles and efficiency of fuel utilization.](image)

Uncompensated local hot spots can lead to premature fuel cladding failures, and contaminations of coolant water.

Furthermore, the novel fiber optic sensing technology described here may someday help developers of new reactor designs and fuel assemblies to test their computational evaluations against detailed experiments in prototypic reactor conditions.

6.1.2. Background
Years ago, Luna demonstrated the ability to make distributed fiber optic temperature measurements using its patented optical backscatter reflectometer (OBR) technology, even within the core of a research nuclear reactor.
Further analysis of data from reactor tests also suggested that changes in optical fiber properties that were detectable using Luna’s OBR could be used to characterize other radiation field parameters besides temperature distributions.

While comparing performance characteristics of different fibers in nuclear reactors, Luna noted that single-mode optical fiber with a pure silica core was significantly less sensitive to radiation, but still functioned as a distributed temperature sensor.

Recently, Fujikura developed a fluorine doped single mode fiber with even lower radiation induced loss than pure silica core optical fiber. In future distributed radiation probes, this fiber could serve as the leads and as the temperature sensing fiber.

As part of this project, Luna and TAMU proposed to develop novel distributed fiber-optic probes to characterize neutron fluence, gamma flux, and temperature profiles within a nuclear reactor. The concept was to use high GeO content fibers to characterize gamma flux, high boron content fiber to characterize thermal neutron fluences, and pure silica core fiber to measure temperature distributions.

By positioning all three fibers together in the same environment, the cross sensitivities of each fiber to the other parameters of the radiation field could be characterized to yield a well-compensated fiber optic probe of local fission rates.

### 6.1.3. Distributed Fiberoptic Probe Development

INO made a boron doped preform with 5% B_2O_3 in the core; the preform was drawn into custom single mode optical fiber by Fiberguide to achieve the desired numerical aperture (NA=0.07). Fibercore supplied the single mode optical fiber with high germania content in the core (17% GeO) as an off-the-shelf product (SMKFOO-4.2/125).

The B-doped fiber was designed to be a neutron sensing fiber and the Ge-doped fiber was designed to be a gamma flux sensing fiber.

Pure silica core single mode optical fiber was purchased from OFS and used as the temperature sensing fiber and as the fiber optic leads for the radiation sensing fibers.

The complete fiber optic distributed radiation field monitoring assembly included four main sections along its length, as shown in Fig. 2.

From Luna’s Optical Backscatter Reflectometer (OBR 4400) fiber optic sensor interrogation system, the optical fibers were gathered in a flexible sheath up to the reactor pool; then the fibers were sealed in a flexible corrugated stainless steel tube through the reactor coolant water.

Once inside the submerged dry-well of TAMU’s in-core heater the optical fibers were again gathered in a braided silica sheath up to the straight probe section.

The fiber leads and radiation sensing fibers were also each individually protected by braided silica sheaths in all sections except the last straight probe.

At the end of the pure silica core leads, a 2 m long section of sensing fiber was spliced to each pure silica core optical fiber lead, so that 1.4 m of each sensing fiber was in a flexible fiberglass sheath and 0.6 m of each sensing fiber was inside the straight probe.
Within the straight probe, one fiber of each of the 3 separate sensing types was inserted into the 0.5 mm diameter holes of a 1.8 mm diameter 4-bore quartz tube, ~0.5 m long, leaving one bore empty. There were a total of 8 of these 4-bore tubes housing 8x3=24 sensing fibers in all.

Fig. 2. Construction of fiber optic distributed radiation probe - section diagram (ABOVE) and photo (LEFT) with a close-up of the sensing fibers within 4-bore quartz tubes (RIGHT).
6.1.4. Data Processing Software

To facilitate extracting the effects of radiation on each of the sensing fibers during reactor testing, Luna developed a simple software interface as illustrated in Fig. 3. The purpose of the FiberRadiation software is to compare the data from 4 OBR scans (i.e. a temperature reference, a temperature measurement scan, a radiation sensor signal reference, and a radiation sensor measurement scan) in order to calculate the radiation induced change in the backscattered signal amplitude as a function of position along a single fiber.

Fig. 3. FiberRadiation software interface developed by Luna.

The user is prompted by text buttons to load a temperature reference (at a known isothermal temperature before heat or radiation is applied) and to load a signal reference (again before the beginning of a given reactor run). As each raw OBR data file is loaded, it is plotted in the upper graph. Then the user is prompted to load a temperature scan (from a temperature sensing pure silica fiber) and a signal scan (from either a B-doped or Ge-doped fiber). Changes in temperature generate changes in the apparent optical path length to each position as a result of the thermo-optic effect. Therefore, in order to compare backscattered amplitudes between the same actual positions, Luna’s software corrects for the measured temperature shifts along the fibers.

Basically, higher temperatures make the fiber path elongate, and the temperature compensation is used to "pull back" the position of the measurement scan so the software can compare it to the correct positions on the reference scan. Without this temperature correction, the calculated change in backscattered amplitude after reactor radiation (Δ amplitude) may exhibit unwanted bias or artifacts. From the experimental hardware layout, the user already knows the positions along the fiber corresponding to the reactor mid-plane, the reactor top and bottom, the beginning and end of the straight probe, and the heated region. The user can adjust the segment start position for comparative analysis, and the extent of the sensing range of positions to be analyzed.
The gauge length refers to the distance over which to average backscatter amplitudes, while the sensor spacing refers to the desired distance between averaged output data points. When the user pushes the calculate button, the program first calculates the temperature distribution in order to make a minor adjustment in the apparent positions of the signal scan along the radiation sensing fiber. Using the thermally corrected positions, the program then calculates the change in the backscattered amplitude profile compared to the signal reference scan, and plots this amplitude difference in the lower graph. The user can then save the output as a compact text file, which can be imported by other programs for analysis of trends.

6.1.5. Demonstration

The preliminary pre-radiation testing results for Ge-doped fibers by TAMU are shown in Fig. 4. These data confirm that Ge-doped fibers have the properties that would support robust distributed radiation measurements in the in-core heater. Those desirable properties include elevated uniform backscatter levels and low bend sensitivity.

Fig. 4. Ge-doped gamma sensing fiber exhibited a high uniform backscattered signal level despite several 1 inch diameter coils near the yellow highlighted region (ABOVE). The spectral shift pattern repeats around each 1 inch diameter coil as expected (BELOW).
The pre-radiation testing of the B-doped fibers reveals potential problems in Fig. 5. These challenges could potentially hinder effective distributed radiation monitoring.

Fig. 5. The low-NA, B-doped neutron sensing fiber is weakly guiding and has a corresponding low scatter level (ABOVE). Even so, as long as the fiber remained straight, it produced the expected local spectral shift in a region locally heated to 60 °C (BELLOW).

The upper plot in Fig. 5 demonstrates a dramatic reduction in backscatter within the B-doped fiber. This is mostly due to the weakly-guiding, low-NA core. It is promising, however, that the spectral shift along the heated section behaved as expected in the lower plot in Fig. 5.

Most concerning is the additional features surrounding the reflection peaks at the beginning and end of the B-doped fiber section. The cause of these artifacts is yet unclear, but similar behavior has been seen in the presence of even gradual bends in Fig. 6.

In the presence of even gradual bends, the low-NA inherently creates a low tolerance to bend-loss. The source and behavior of these features are planned to be investigated in the future research efforts.
Fig. 6. OBR trace of B-doped neutron sensing fiber was very sensitive to bends with several 6 inch diameter coils beginning near position 0.35m.

Additional reactor data acquired under the recommended settings within the experimental configuration should provide a useful proof-of-concept for the behavior of the distributed radiation sensing probe, at least for the GeO-doped gamma sensing fibers. To obtain useful data from the B-doped fiber in future experiments, it will be beneficial for the sensing fiber to remain straight over the entire length, from the splice to the termination. Alternatively, custom B-F co-doped single mode fiber may provide better light guiding that is less sensitive to bends. Thus, it may form a more rugged neutron sensing fiber system.

6.2. Preliminary Design of the Test Probe Housing

Figure 1 illustrates a feasible configuration for the test probe housing. The top and bottom close-ups of the sensor locations show where either 3 of 4 quartz four bore tubes will hold the 3 different kinds of sensing fibers near each other. The lower Swagelok fitting is for attachment to the test housing, the upper Swagelok is for attachment to the lead out tubing. The niobium tube will be sealed at the distal end (not shown).

Fig. 1. Preliminary design of the test probe housing.
6.3. Fiberoptics Probe Design for Distributed Measurements

Luna has developed the sensor hardware design to support distributed measurements in the project. The probe design is shown in Fig. 1. The fiber optic probe was designed to provide access and protection for several different sensing fiber types that can be used to monitor the radiation profile of the test reactor at Texas A&M University.

Fig. 1. Design drawing of the distributed fiber optic probe (dimensions in mm unless shown otherwise).

The design for the probe consists of several sections: the lead, high pressure, and vacuum areas. Luna finalized and delivered the fiberoptics probes needed for distributed measurements.

The Lead Out section connects the interrogating optical instruments with the optical fiber sued for sensing. At TAMU, this section goes through the pool surrounding the reactor. The lead section consists of twelve radiation resistant optical fibers housed in 20AWG fiberglass sheathing. These are then bundled in 0AWG fiberglass sheathing.

To protect the optical fibers from the reactor pool, the bundle is housed in a corrugated stainless steel tube; this allows flexibility while preventing water ingress. The lead section passes through a 3/8” NPT aluminum fiber optic feed through. This will be tested up to 100 PSI for safety.

Each of the twelve fibers is sheathed in a small fiberglass sleeve which gives protection and limits tangling of the optical fiber. The bundle of sheathed optical fiber is placed in a larger sheath which protects the fibers from the corrugated tubing and allowed for controlled lead management. FC/APC connectors are used to provide a low reflectance optical transition to the interrogating instruments.

The pressure transition section was designed provide a fiber optic feed through that can withstand 800 kPa of pressure and transition the fiber to the sensing region. The aluminum pressure feed through is shown in Fig. 2. The left side of Fig. 2 attaches to the corrugated stainless steel tube. Since this is located in water, the galvanic response is minimized between the aluminum and the stainless steel by an epoxy barrier (MS 907).
Fig. 2. Aluminum fiber optic pressure feed through.

The optical fiber is fed through the center of the feedthrough and epoxied in place with MS 907. The fiber is then transitioned into small fiber optic sheaths and bundled together in a larger sheath; the larger sheath is the main strain element in the transition section so as not to break the optical fibers. This large sheath is held on the aluminum feed through (right side of Fig. 2) with aluminum wire and MS 907.

A longer length of optical fiber was designed then the actually distance between the void tube cap used in the TAMU facility and element cap, this allows for more routing options, and minimizes the chance of accidental breakage. After transitioning the void, the fibers enter the lower feed through. The larger fiberglass sheath is attached with MS 907 and a wire wrap. The lower feed through, shown in Fig. 3, is made of Niobium so that it can be welded to the protective niobium sheath of the sensing portion.

Fig. 3: Lower niobium fiber optic feed through.

The ¼ NPT size was chosen to fit through the pressure feed through hole in the void tube cap so that the probe would be in one piece instead of two. Niobium was used for its ductility properties at high temperatures in a reactor environment.

The high pressure section follows the leaded section after the feed through. The twelve optical fibers are bundled into four 20AWG fiberglass sheaths and the set of four is bundled in a 0AWg fiberglass sheath.
At 3.5 meters of optical fiber in this section allows TAMU to be flexible in positioning the probe and can be used for different configurations.

The bundle of optical fibers enters a niobium tube that has a welded niobium 1/4”NPT thread and is held in place with Miller-Stevens 907. Next is the vacuum section, this consists of the niobium tubes and the sensors.

The four bundles of three optical leads are housed in side of the niobium tube and transition to the sensing fibers at the top of four 4-bore quartz tubes. The niobium tube has been welded closed to provide a vacuum barrier for the sensors.

Figure 4 shows the probe’s extent and identifies its functional three regions:

- Lead out region,
- Pressure transition region, and
- Sensing region.

Each area was designed to handle their respective harsh environments, they will be exposed to. For redundancy the probe consists of four sets of three sensing fibers for a total of twelve available sensors.

Fig. 4. Distributed fiber optic probe structure (dimensions in mm unless shown otherwise).

The sensing portion consists of several elements:

- The outer sheath,
- Inner quartz ferrules, and
- The sensing fiber.
The sensing fibers consist of a single temperature, neutron fluence, and gamma flux sensing fiber each ~60.8m in length.

Each fiber has been stripped of the protective coating due to the coatings behavior in high temperature and radiation environments.

The lead fibers were spliced to 0.6m of sensing fibers.

Quartz capillary tubes protect the splice from any additional stress and the quartz ferrules the fiber are housed in.

The inner quartz ferrules are 4 fused silica four bore and house the sensing fibers. The fibers are arranged in the bores to provide adequate coverage of the redundant sensing fibers.

This stripping however makes fabrication difficult as it increases the possibility of breakage.

The fibers have been terminated to allow distributed monitoring close to the tip of the quartz 4-bore so that the scatter of the end reflection was minimized.

The fibers are arranged in the bores to provide adequate coverage of the redundant sensing fibers.

The 4 quartz 4-bores are held in place with ceramic wool to provide slight vibration protection.

Figure 5 shows the locations of the fibers and 4 bores inside the niobium tube.

Ceramic wool surrounds the bundle of quartz ferrules to provide cushioning between the quartz and the niobium sheath.

The ceramic wool is at the tip of the niobium sheath as well.

The niobium sheath is welded to the niobium feed through and weld at the bottom to provide a pressure barrier to the vacuum inside the element tube.

Fig. 5. (a) Location of the optical fiber in a single quartz 4-bore, (b) location of the quartz 4-bores in the niobium tube.
6.4. Fiberoptics Performance Monitoring

Luna provided a report to TAMU on several optical fiber health problems that could be seen in the optical sensing fiber. This report provides examples for health monitoring while in-situ at TAMU. These problems include: a break, a crush, and a splice.

Examples of this are shown in Fig. 1.

These results and conclusions are incorporated into the independent fiberoptics performance assessment report.

The report outlines expected limitations, potential solutions and further anticipated technology improvements as well as viability evaluations of fiberoptics uses for in-core instrumentation applications.

![Fig. 1](image)

(a) A brake in the Temperature sensing fiber. (b) A crush in the temperature fiber. (c) A splice in a temperature sensing fiber.

6.5. Fiberoptics Data Processing

6.5.1. Data Acquisition Software

An auxiliary software package was developed to extract the neutron fluence and gamma flux information from the radiation sensitive fibers.
Simulated fiber data sets were used to develop the algorithms for the sensing fibers used at Texas A&M University.

Figure 1 shows a screenshot of the simulated data and the corresponding radiation signal.

In Fig. 1:

- The top graph shows the reference and signal data gathered using an OBR.
- A clear radiation signal is seen at a length of 14 meters in lower graph showing the calculated radiation effect.

Fig. 1. Screenshot of the fiber radiation software processing using simulated data.

### 6.5.2. Temperature Correction

Luna developed the algorithms necessary to compensate for the temperature induced changes to irradiated fibers within the fiber optic probe.

Using the temperature fiber’s Rayleigh backscatter, temperature shifts at points along the length can be used with the corresponding signals from the gamma flux and neutron fluence fibers.

The temperature correction improves the radiation calculation by reducing temperature induced shift in the Rayleigh backscatter.

The temperature correction algorithm was incorporated into the data acquisition software.

The algorithm increases the signal to noise ratio of the radiation measurement.
Simulated data sets from the three fiber types were used to test the software.

Figure 2 shows the user interface features of the temperature correction functionality of the data acquisition software.

**Fig. 2. Temperature correction functionality in the data acquisition software interface.**

The user can select the reference files for the temperature and the radiation fibers. Once the references are set, the measurement scan can be loaded and a radiation calculation can be found. The user also can control the location and length of the measurement, as well as spacing and sampling. This process improves the signal quality and manages the memory needed for the calculation.

Luna used simulated data to develop the software for interrogation of the probe. The software simulates both the temperature and radiation induced changes to the backscatter location and levels.

Figure 3 shows the simulation software with a simulated return signal from a distributed temperature sensing fiber and a radiation sensing fiber. The top three graphs in Fig. 3 show the simulated reference, measurement, and calculated temperatures from the simulated temperature sensing fiber. The bottom three graphs represent the simulated radiation reference, measurement, and calculated radiation profile. The bottom right graph shows both the calculated radiation profile before correction (red) and after correction (white). This showed a simulated 4 dB improvement to the precision of the measurement. Additional simulated factors such as low power signal, temperature mismatch, and temperature signal integrity are to be accounted to improve the algorithm robustness as well as provide bounds on the accuracy of the measurement.
Fig. 3. Temperature correction software with a simulated return signal from a distributed temperature sensing fiber and a radiation sensing fiber.

6.6. Fiberoptics Sensor Hardware Manufacturing

Luna has delivered several sensing fibers and provided Texas A&M sensing lengths as the needs developed. Luna finalized the design, manufactured, and delivered two sensing probes. Figure 1 shows the four quartz ferrules ready to be put in the niobium fixture.

Building of the second probe has progressed quickly learning from the first probe delivered to TAMU. Better termination and more robust fabrication were done for the second probe to lower any variability and ensure safe transport of the distributed sensing probe. The four ferrules are affixed in the niobium then set the fibers in the pressure fitting. Setting the fibers in the aluminum pressure fitting first caused to sensing fibers to break during manufacturing stages for the first probe. Once this is in place, the probe was tested up to the 800 kPa and held to monitor any leakage through the pressure fitting.

Scans were taken at the end of the probe manufacturing process and compared to the initial scan. These scans were shared with the TAMU team for base-line readings.
Fig. 1. (a) Three of the fully populated four-bore quartz ferrules. (b) The four-bores with the niobium tube. (c) Close up of the ferrules and niobium tube.

The first step done in building the probe was stripping the coating off of each fiber. Chemical stripping methods were used to prevent mechanical degradation of the optical fiber. The acrylate coating was removed with an acetone bath for several hours. The polyimide coating was removed after a short period of time in a hot sulfuric bath.

The fibers were spliced to a short interrogation lead and cut to length. After being cut, the optical fibers were then terminated at the distal end to minimize any reflections.

The neutron sensing fiber was cut long to maintain the 0.6m sensing length due to the increased scatter profile at the splice that can be used to sense neutron fluence.

Figures 2 through 4 show the fiber terminations used and their effects on signal processing and sensing performance. In Fig. 4, the splice is seen near the red cursor and the evident intensity loss at that location. This is due to the fusion process depleting the sensing fiber’s dopant. The loss of dopant in that area limits the sensing over the depletion zone. The length of the neutron sensing fibers was increased to put the depletion zone outside of the 0.6m sensing length in the probe. After termination the fibers were fed into the quartz four bore ferrules. The bore size was
chosen so that the splice capillary protecting the splice location would slide through. Figure 5 shows the quartz ferule and the lead side of the sensing fibers.

Fig. 2. Gamma sensing optical fiber terminations.
Fig. 3. Temperature sensing optical fiber termination.

Fig. 4. Neutron sensing optical fiber termination, (a) is zoomed in on one of the terminated tips.
Fig. 5. (a) Distal end of the quartz capillaries, (b) lead side with sensing optical fibers.

The capillaries were held in place with MS-907. Once the four capillaries were fully populated they were slid into the weld niobium tube. The tube is shown in Fig. 6.

Fig. 6. (a) Welded niobium tip, (b) welded niobium 1/4 NPT fitting.

The sensing portion was then spliced to the pressure transition portion of the Distributed fiber optic probe. The fibers were then potted into the aluminum pressure fitting with MS-907.

Figure 7 shows the fibers before potting.

Fig. 7. Fibers through the pressure fitting before potting.
After the 907 was cured the probe was pressure tested in an aluminum pressure tube designed for high pressurization shown in Fig. 8.

Fig. 8. Pressure testing tube.

The pressure was slowly brought up to 800 kPa and held for 20 minutes to see if there was any drift in pressure. Leak detection liquid was used to see if there were any pressure leaks, none were found and pressure held.

The fiber bundle was then placed in the large fiberglass sheath and then drawn through the corrugated stainless steel tube.

The corrugated tube was then epoxied to the pressure fitting to provide a strain point as well as minimize the galvanic response between the stainless steel and the aluminum fitting.

The optical fibers were checked again at this point and three of the twelve sensors had failed at the pressure fitting. The three broken sensors were two Gamma and one Neutron sensing fibers. The probe was then boxed and shipped to TAMU.

### 6.7. Fiberoptics Sensor Hardware Testing

#### 6.7.1. Preface

The testing of the fiber probes was performed as a quality assurance test. Having the data obtained by Luna Incorporated as reference, it was then possible to determine the broken fibers from the healthy one. A total of three testing series were performed on each component of the fiber probes.
6.7.2. Introduction

Luna Incorporated, before shipping the fiber probes, conducted an analysis on each fiber optic sensor for each probe.

They concluded:

- The first fiberoptics probe (FP-1) had some damaged fiber sensors (two gamma and one neutron) and
- The second fiberoptics probe (FP-2) was fabricated properly and all fibers were functioning to their specifications.

The probes were stored differently for shipment purposes.

As a result, the first probe ended up outside of the massive shipping box and the other remains stored within its packaging safely.

Each of the probes carries 12 fibers (4 neutrons, 4 temperature and 4 gammas). FP-2 was considered to be the final product in terms of quality of the prototype concept.

The testing configurations were conserved throughout the testing and were at a resolution small enough to provide rapid measurements and large enough to reduce the noise in the testing.

These configurations were as follows:

- Center wavelength: 1550.50 nm
- Wavelength Range: 10.52 nm
- Gain: 6dB (decibel)
- Spatial Resolution: 0.100 mm
- Integration width: 0.010 m
- Shift resolution: 0.010 cm

The Optical Backscatter Reflectometer (OBR) optical system was aligned and calibrated prior to testing to avoid any indiscriminate errors.

6.7.3. Reference Data

The reference data were obtained by Luna Incorporated. These were used as a reference in comparisons with TAMU results. The numbering system was made in accordance to the probes numbering as determined by Luna end-product markings.

Figure 1 shows the return loss profile of the temperature fiber. The sensing location starts roughly at 10.9 m.

The transition from the lead-on fiber optics to sensing for the temperature fiber is smooth, suggesting that there is no splice and therefore fiber optic failure is not expected to occur due to mechanical problems within temperature sensing fiber optics.
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Fig. 1. Temperature 1 (1T).

Figure 2 shows the transition for the lead-on to the gamma sensing portion. This demonstrates a higher return-loss plateau than in the temperature fiber, which is a fairly distinguishing feature.

Fig. 2. Gamma 2 (2G).

Figure 3 shows the features for the neutron sensing fiber. The splice location can be seen clearly at 10.75 m with a smaller return loss for the sensing portion of the fiber.
Upon analyzing the data obtained by Luna, the transition from pressure transition to sensing is very particular for the three fiber types:

- **For neutron**, the transition is done through a shift or decrease of amplitude, from $\sim -100,000$ dB/min to $\sim -110,000$dB/min. Although significant noises are observable, the transition is observable, a reason good enough to conclude that the neutron fiber is working.

- **For gamma**, the transition is done smoothly with an increase of amplitude from $\sim -100,000$ dB/min to $\sim -90,000$dB/min. Compared to neutrons, no noise is observed throughout the transition. So far as a shift of amplitude is observed presenting that the sensing section of the probe, it can be concluded that the gamma fibers are working.

- **As for the temperature fiber**, no transition is observed since the fiber runs all the way. Therefore, observing any change would be a sign of dysfunction.

### 6.7.4. Obtained Data and Analysis

**FP-1: FIBER PROBE 1.** The measured data were obtained and marked as follows: 12N – healthy neutron fiber, 11T – healthy temperature fiber, 10G – healthy gamma fiber, 9N – healthy neutron fiber, 8T – healthy temperature fiber, 7G – healthy gamma fiber, 6N – broken neutron fiber, 5T – healthy temperature fiber, 4G – broken gamma fiber, 3N – healthy neutron fiber, 2T – healthy temperature fiber, 1G – broken gamma fiber. Figure 4 provides an overview of these measured sensor profiles:

- **12N (Healthy Fiber).** This neutron fiber is in preferred working condition. All the characteristics of a working neutron fiber are present, more importantly the change and decrease of
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amplitude and the peak presenting the transition from the pressure transition and the sensing part.

- **11T (Healthy Fiber).**
  No loss is observed throughout the fiber. This temperature fiber is in preferred working condition.

- **10G (Healthy Fiber).**
  This gamma fiber is in preferred working condition. An increase of amplitude introduced by a peak presenting the transition from pressure transition and sensing section is observed. Unlike the reference gamma fiber, there is a questionable peak observed between the lead out and sensing section. More importantly, so far as the sensing section of the fiber is detectable, it can be concluded that this fiber is healthy.

- **9N (Healthy fiber).**
  Fiber neutron -9 is in preferred working condition since it presents all the characteristics of a working neutron fiber, presented by Luna.

- **8T (Healthy Fiber).**
  This fiber is healthy and does not present any loss.

- **7G (Healthy Fiber).**
  This gamma fiber is in preferred working condition as directed by Luna Incorporated.

- **6N (Broken Fiber).**
  This neutron fiber is broken. It behaves like a temperature fiber and present a damaged sensing section.

- **5T (Healthy Fiber).**
  This temperature fiber is in preferred working condition as directed by Luna Incorporated.

- **4G (Broken Fiber).**
  This gamma fiber is broken. Despite the presence of the splice following the OBR connection, presenting the beginning of sensing section, no increase of amplitude is present, a sign of a broken fiber. This fiber will therefore be of no use to the DOE project.

- **3N (Healthy Fiber).**
  This neutron fiber is in preferred working condition as directed by Luna Incorporated.

- **2T (Healthy Fiber).**
  This temperature fiber is in healthy condition despite the presence of a questionable splice between the lead out connection (from the OBR to the probe) and the end of the probe.

- **1G (Broken Fiber).**
  This gamma fiber is broken and would be of no use. First of all, this fiber is shorter than suppose to, 11.5m instead of 8m, and secondly, it doesn’t present any change in amplitude presenting the beginning of the sensing section.
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**FP-2: FIBER PROBE 2.** The measured data were obtained and marked as follows: 7T – healthy temperature fiber, 8G – healthy gamma fiber, 9N – broken neutron fiber, 10T – healthy temperature fiber, 11G – healthy gamma fiber, 12N – healthy neutron fiber, 1T – healthy temperature fiber, 2G – healthy gamma fiber, 3N – healthy neutron fiber, 4T – healthy temperature fiber, 5G – healthy gamma fiber, 6N – broken neutron fiber.
Figure 5 provides an overview of these measured sensor profiles:

- **7T (Healthy Fiber).**
  This temperature fiber is in healthy in accordance to the direction of Luna Incorporated.

- **8G (Healthy Fiber).**
  This gamma fiber is in preferred working condition as directed by Luna Incorporated.

- **9N (Broken Fiber).**
  This neutron fiber is broken. It behaves like a temperature fiber and present a damaged sensing section

- **10T (Healthy Fiber).**
  This temperature fiber is in preferred working condition as directed by Luna Incorporated.

- **11G (Healthy Fiber).**
  This gamma fiber is in preferred working condition as directed by Luna Incorporated.

- **12N (Healthy Fiber).**
  This neutron fiber is in preferred working condition as directed by Luna Incorporated.

- **1T (Healthy Fiber).**
  This temperature fiber is in preferred working condition as directed by Luna Incorporated.

- **2G (Healthy Fiber).**
  This gamma fiber is in preferred working condition as directed by Luna Incorporated.

- **3N (Healthy Fiber).**
  This neutron fiber is in preferred working condition as directed by Luna Incorporated.

- **4T (Healthy Fiber).**
  This temperature fiber is in preferred working condition as directed by Luna Incorporated.

- **5G (Healthy Fiber).**
  This gamma fiber is in preferred working condition as directed by Luna Incorporated.

- **6N (Broken Fiber).**
  This neutron fiber is broken.

It is important to note that the reference data set was obtained from Luna Incorporated when testing the Fiber probe 2. They were all assumed to be in preferred working condition, but unfortunately two neutron fibers were perceived as damaged and not in working condition. They are neutron 6 and neutron 9. Luna presented these fibers as characteristic of neutron fibers but upon testing them, it was concluded that they were both behaving as temperature fibers; no decrease in amplitude presenting the transition from the pressure transition to the sensing section of the probe. The most likely explanation for the discrepancy is the damage during delivery despite all efforts and precautions made and built into the probe packaging.
Fig. 5. Fiberoptics sensor profiles of FP2.
The Fiber probe 1 data set was as determined by Luna Incorporated. Following their testing, 3 fibers were determined faulty and broken, 2 gammas and 1 neutron, which is exactly what was determined upon TAMU testing; the broken fibers are gamma 1, gamma 4 and neutron 6.

These evaluations of fiber sensor response profiles in the probes 1 and 2 served as the quality assurance basis in the project as well as the fiber sensor characterization basis. Table 1 summarizes the reported findings from performance studies. Although several fibers were determined as damaged and not available for use, the remaining fibers are of expected operational conditions and will be capable to carry the probe functionality in the project experimental program. Extremely challenging manufacturing and delivery of the probes have led to unintended damage of some of the sensors. The project serves as an important first step in determining needed manufacturing and delivery procedures for potential follow-on efforts by TAMU and Luna. Independent fiber sensor characterization procedures and tests by Luna and TAMU assure minimized error during the production process and delivery.

Table 1. Functional State Evaluation Summary of Fiber Probe 1 and fiber Probe 2

<table>
<thead>
<tr>
<th>Probe</th>
<th>Sensor</th>
<th>Healthy</th>
<th>Faulty or Broken</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP1</td>
<td>gamma -1</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>temperature - 2</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 3</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma - 4</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>temperature - 5</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 6</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma - 7</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>temperature - 8</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 9</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma - 10</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>temperature - 11</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 12</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>FP2</td>
<td>temperature - 1</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma - 2</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 3</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>temperature - 4</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma - 5</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 6</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>temperature - 7</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma - 8</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 9</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>temperature -10</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma -11</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>neutron - 12</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
6.7.5. Conclusions

There are two gamma fibers and one neutron fiber that are not working properly in FP-1. This corresponds with previous Luna testing results conducted during the fabrication process. There are two neutrons fibers that are not working properly in FP-2. This deviates from the Luna testing, so likely these fibers did not survive the transportation.

These evaluations of fiber sensor response profiles in the probes 1 and 2 served as the quality assurance basis in the project as well as the fiber sensor characterization basis. Table 1 summarizes the reported findings from performance studies.

Although several fibers were determined as damaged and not available for use, the remaining fibers are of expected operational conditions and will be capable to carry the probe functionality in the project experimental program.

6.8. Vibration Testing

6.8.1. Summary

The spatially continuous instrumentation technology has been developed in recent years to provide a unique capability to measure continuous 1D temperature distributions. Unlike traditional measurement approaches for a finite location, fiberoptics-based instrumentation approaches allow acquiring unidirectional continuous 1D temperature data.

Inherently, any material structure will expand during temperature changes within its components. Fiberoptics-based measurements take advantage of this phenomenon by using spectral backscatter analysis to determine the strain induced within a fiber as a result of such an expansion. Consequently, any geometrical changes in fibers will induce corresponding strain changes in the fiberoptics-based instrumentation system.

As part of the studies performed within the framework of this project, it was investigated whether this behavior has a potential to significantly affect the measurement accuracy and, furthermore, to what extent the vibrations might affect coupling joints. It was demonstrated that certain vibrations will impact the measurements.

6.8.2. Introduction

The spatially continuous instrumentation technology has been developed in recent years to provide a unique capability to measure continuous 1D temperature distributions.

Unlike traditional measurement approaches for a finite location, fiberoptics-based instrumentation approaches allow acquiring unidirectional continuous 1D temperature data.

Inherently, any material structure will expand during temperature changes within its components. Fiberoptics-based measurements take advantage of this phenomenon by using spectral backscatter analysis to determine the strain induced within a fiber as a result of such an expansion.

Consequently, any geometrical changes in fibers will induce corresponding strain changes in the fiberoptics-based instrumentation system.
The vibration effects on measurement accuracy levels were seen to be a significant factor in previous testing efforts for fiberoptics-based instrumentation systems.

The expected operational environment for the fiberoptics sensors is within the reactor core. Under nominal, steady-state conditions, there are numerous components and phenomena contributing to in-core vibration effects, namely:

- coolant flowing through coolant channels and assemblies,
- massive 10MW pumps,
- overall geometry and features of the primary system,
- internal surface conditions,
- inlet and outlet conditions,
- other.

With the measurement systems distributed throughout the reactor, all these vibrations can be expected to impact the fiberoptics-based systems.

The objective of the present analysis is to determine, based on the operating conditions of the Nuclear Science Center TRIGA facility and other support equipment, whether vibration measurement errors can be expected, tolerated, or even avoided.

### 6.8.3. Vibration Effects on Fiberoptics Temperature Measurements

The effects of various components, which are present in the experimental setup of the high temperature test system to assess fiberoptics performance emulating VHTR-conditions in the TRIGA reactor core, are examined.

These components are:

- turbo and scroll pumps,
- computer, and
- power supply.

The computer and power supply have fans and it is assumed that their operation is enough to perturb the data measured with fiberoptics sensors.

The present vibration testing efforts are focused on temperature sensing fibers due to streamlined options for testing and validation. It is expected that vibration-induced effects in fiberoptics sensors should be common for all types of fibers.

The 10 m temperature sensing fiber was chosen to facilitate flexibility in arranging the geometry. There are two segments of 1 m regular optical fiber, which would bring the total length of the fiberoptics to 12 m. The system includes 2 couplers, one of which is used in the vibration testing. The fiberoptics sensor was not attached to anything that might cause internal stresses during the temperature variation, except to retain its bundled geometry.
The temperature measurements were monitored while saving the data. The based measurements were taken in the ice, so that temperature rise of the bath would not affect the measurements. The tests were commenced after a waiting period to ensure all the water had evaporated from the fiber.

Additional data were taken to quantify return losses at the points of interest. For example, during the vibration testing on the coupler, the return loss at the coupler was monitored - the fiber measurement area was not, until that area is tested.

![Graph](image.png)

Fig. 1. Control measurements illustrating temperature variations and the maximum temperature difference of 26°C.

Care was also taken to ensure that there were no bends of less than 4” radius. All couplings were cleaned. The system was calibrated according to the OBR manual. The calibration was further checked with subsequent scans prior to the tests.

There were several groups of vibration tests:

- With temperature change (the fiberoptics sensors settled in an ice bath, then removed), the fiberoptics sensor was introduced to vibrations from the scroll pump, and then, subsequently, from the turbo and scroll pumps, and then from the power supply.

  This group of tests illustrates signal noise levels and measurement differences based on the actual temperature measurement data and the resulting accuracy changes.

- With temperature change, the fiberoptics sensor was introduced to vibrations from the scroll pump, then, subsequently, from the turbo and scroll pumps, and then from the power supply.

  This group of tests illustrates signal noise levels and measurement differences based on the controlled vibration test.
Distributed Fiberoptics-Based Measurement System

The system setting were - the gain was set to 12 dB, and the wavelength range was set to the maximum setting of 42 nm.

Since the fiberoptics sensor was coiled in the ice bath, some portions were closer to the surface than others. It is not expected that a completely uniform temperature would be achieved.

With the first scan, Figure 1 shows the maximum difference of 26°C from zero to room temperature. This agrees to the independent room temperature measurement of 26.1°C.

Scroll Pump

The scroll pump is inherently the main source of vibration in the entire experimental setup. The vibrations are of a fairly low frequency, about 20 Hz or so. The pump sits in the rig and is not supported in any way other than with gravity.

Figure 2 illustrates the effects of vibrations in the actual signal distribution. There are apparent, well-defined, fluctuations at 2 m, which corresponds to the coupler location, and at the end of the fiber.

The blue line in Fig. 2 indicates the control back scatter signal without any vibration effects.

![Fig. 2. Back scatter signal with the scroll pump in operation.](image)

Figure 3 zooms in on the coupler location. There is a waveform distribution in the signal. This feature is likely to be induced because of reflection effects and signal losses as the coupled fibers misalign as a result of vibrations.

One might question, since the fiberoptics coupler was completely isolated from the vibration sources, how this might have occurred. The vibration source was turned off and multiple scans were performed to verify that this source was causing the coupler to alter the signal.

It was determined to do just that, and the possible reason for this occurrence is likely from propagating vibration perturbations through the fiberoptics sensor itself. The fiberoptics sensor is made of a glass material. Although there will be some dampening in the sensor core material,
cladding, and surrounding environment, it is possible that vibrations would be capable to reach the coupler through the sensor.

Fig. 3. Scroll pump back scattering signal in the coupler location at 2 meters.

Figure 4 shows a broadening effect in the signal at the fiberoptics sensor end. Because of oscillations in the fiber, one might except that rapid strain changes induce back scatter return losses at the end-location, inducing significant signal depletion.

Fig. 4. Scroll pump back scattering signal in the fiberoptics sensor end location.

Figure 5 illustrates significant perturbations in temperature measurements at the tail end of the fiberoptics sensor due to scroll pump induced vibrations. This is most likely due to the fact that the end of the fiber was not secured and allowed to vibrate leading to signal oscillations.
Fig. 5. Perturbations in temperature measurements due to scroll pump vibrations.

Figure 6 shows the control temperature measurement in red and the test measurement in blue. As can be seen, there are only small variations in values between control temperature and test temperature measurements. Thus, it can be concluded that low-level mechanical vibrations are not expected to alter the measured quantities significantly. Most of the observed variations fall likely within the expected ranges of measurement deviations.

Fig. 6. Control temperature measurements (red) vs. test temperature measurements (blue) with scroll pump vibration effects included.
Scroll Pump and Turbo Pump

The scroll and turbo pump are not able to be isolated as sources of vibration noise effects and measurement accuracy losses. The reason for this is that the scroll pump must keep a sufficiently low vacuum level at the turbo pump exhaust to maintain the proper pressure drop across the turbo pump.

Fig. 7. Back scatter signal with the scroll pump and turbo pump in operation.

In addition to the scroll pump, the turbo pump adds a much higher frequency vibration. Furthermore, there are two high CFM fans that are used to cool the motors. With these, it is likely that the effects might be even greater. However, it might also be the case that the higher frequency operation does not degrade the fiberoptics measurements. It has to be noted that the turbo pump requires vibration isolation.

Fig. 8. Back scatter signal in the coupler location at 2 meters with the scroll pump and turbo pump in operation.
Figure 7 shows the signal with both the scroll pump and turbo pump in operation. The signal effects are very similar to the test with just the scroll pump in operation (see Fig. 2). The blue line in Fig. 7 indicates the control back scatter signal without any vibration effects.

Fig. 9. Back scatter signal in the fiberoptics sensor end location with the scroll pump and turbo pump in operation.

Figure 8 shows the same type of coupler interference as shown in Fig. 3. However, perturbations are visibly larger.

Fig. 10. Perturbations in temperature measurements due to scroll pump and turbo pump.
Similarly, Fig. 9 shows the same type of fiberoptics signal interference in the sensor end location as the one shown in Fig. 4. However, the perturbations are observed to be more significant in Fig. 9.

Figure 10 shows the full temperature measurement. The same peaking that persisted in the previous measurement, as shown in Fig. 5, is evident but with more complex fluctuation profiles.

![Graph showing temperature measurements](image)

**Fig. 11. Control temperature measurements (red) vs. test temperature measurements (blue) with scroll pump and turbo pump vibration effects included.**

The same issues from the scroll pump persist with this portion of the test; however, the measurement seems to lose some accuracy by under predicting the temperature with the added higher frequency vibrations, as shown in Fig. 11.

If the bounds of the measurement are contained in Fig. 11, then the temperature profile can be assumed. However, the profile would have to be interpolated between these points and could lead to some fidelity loss.

**Power Supply**

The power supply is a source of a significant amount of vibration-induced fluctuations. There are two fans within the power supply. These fans increase their flow rate to keep the power supply cool during operation. To assess the resulting effects, test measurements were taken from idle to operation at 30 amps.

Figure 12 shows the back scatter signal under idle power supply conditions. There were no noticeable vibration-induced perturbations at the coupler location. This suggests that either the dampening along the fiber was sufficient, or the magnitude of added vibration induced fluctuations was not sufficient to cause perturbations at the coupler location. The blue line in Fig. 12 indicates the control back scatter signal without any vibration effects.
Fig. 12. Back scatter signal under idle power supply conditions.

Figure 13 shows significant signal changes in the sensor end location. The temperature measurement with the power supply in its idle conditions is shown in Fig. 14.

The signal perturbations of Fig. 13 translate into a deviation in the temperature measurement as illustrated in Fig. 14. The signal perturbations have noticeably different profiles deviating from the analogous profiles induced by operating pumps as shown in Fig. 4 and 9, for scroll pump only and scroll pump and turbo pump operating together, respectively. However, the corresponding temperature measurement fluctuation appears more limited compare to the variations shown in Fig. 5 and 10.
Fig. 14. Perturbations in temperature measurements under idle power supply conditions.

Figures 15 shows the control temperature measurement in red and the test measurement in blue under idle power supply conditions. Compare to the corresponding Fig. 6 and 11 for pump-induced perturbations, the idle power supply seems to be adding larger variations between control temperature and test temperature measurements in certain regions while providing no visible impact in other regions.

Fig. 15. Control temperature measurements (red) vs. test temperature measurements (blue) under idle power supply conditions.
Figures 16, 17, 18, and 19 show back scatter signal fluctuations and temperature profiles for the operating power supply test. Figures 16 and 17 signal perturbation signatures while Figs. 18 and 19 provide corresponding temperature measurement perturbation signatures for the operating power supply at 30 amps.

Fig. 16. Back scatter signal under operating power supply conditions.

Fig. 17. Back scatter signal in the fiberoptics sensor end location under operating power supply conditions.

Clearly, back scatter signal profiles under working power supply conditions differ from the idle power supply signatures as well as from the pump signatures. The temperature fluctuations exhibit stronger perturbations over the entire range of variations. However, the trend of under predicting the temperature measurements remains.
Fig. 18. Perturbations in temperature measurements under operating power supply conditions.

Fig. 19. Control temperature measurements (red) vs. test temperature measurements (blue) under operating power supply conditions.
6.8.4. Conclusions

In the discussed series of experiments, a range of vibration-induced effects on temperature measurements via fiberoptics sensors was demonstrated.

The experimental systems used in the vibration testing were those that would be applicable, not to the fiberoptics instrumentation in a reactor environment, but those that would be present during the experimental studies of the fiberoptics sensors in the present project.

The analysis based on the performed experimental studies led to the following conclusions and recommendations:

- It was determined that the power supply, which is used to power the graphite heater of the high temperature test assembly in the present project, does contribute to the temperature measurement errors via induced perturbations from operational vibrations.

  The pumps contributed only small fluctuations to the measurements.

- It was determined that there is an insignificant difference whether the fiber or the coupler is being subjected to vibrations and their corresponding physical effects.

- It was discovered that vibration phenomena do propagate through the fiber; therefore, vibration isolation of all points of contact is desirable.
7. High Temperature Test Assembly

7.1. Experimental Approach

The experimental approach for testing the fiberoptics for VHTR operating conditions is to irradiate the fiberoptics in an enclosed and inert furnace within the Nuclear Science Center (NSC) TRIGA reactor. A neutron fluence greater than $10^{20}$ n/cm$^2$ is desired for the irradiation. This magnitude would provide the support required for understanding the feasibility of the fiberoptics within a reactor environment.

Consequently, many typical irradiation locations at the NSC TRIGA reactor facility are relatively low flux, so a new in-pile irradiation location was analyzed and approved by the Reactor Safety Board. The in-pile furnace, therefore, is required to be significantly robust to prevent fuel damage. An appropriate design was developed and approved by the Reactor Safety Board, and tested.

A new experimental authorization was developed with an internal review at the NSC following the bench top testing. Irradiation began on March 12th and ended on June 4th with 471.99 hours of operation.

This amounts to an approximate thermal fluence of $1.0 \times 10^{19} \pm 7.7 \times 10^{17}$ n/cm$^2$. The flux that provides this number was determined experimentally using Au/Al flux foils for a particular core configuration (samples in various positions will affect the flux).

7.2. Description of the System

The in-core furnace was designed with the TRIGA King furnace developed by GA in 1970s as inspiration. This furnace design, unlike the King furnace, employs passive cooling for simplicity. The furnace was originally designed for 1000°C operation, but oxidation of the thermal shields, despite Helium purging attempts, restricted operation to 500°C. The furnace operational conditions differ from the VHTR as shown in Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>NGNP VHTR</th>
<th>Furnace</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Temperature [°C]</td>
<td>745</td>
<td>500</td>
</tr>
<tr>
<td>Coolant</td>
<td>He</td>
<td>He</td>
</tr>
<tr>
<td>Pressure [psia]</td>
<td>1032</td>
<td>35</td>
</tr>
<tr>
<td>Operation [months]</td>
<td>18-24</td>
<td>-</td>
</tr>
<tr>
<td>Average coolant flux [n/cm$^2$/s]</td>
<td>5e13</td>
<td>6e12</td>
</tr>
</tbody>
</table>

It is not known if the pressure will make a difference in regard to fiber degradation except in the case of driving diffusion of contaminants into the fiber core. The temperature difference is significant, and with VHTR peak coolant temperatures of 1000°C there is room for further study at various temperatures. It can, however, be argued that a lower temperature provides a more conservative estimate on fiberoptic survivability since the radiation damage annealing effect would be less pronounced at low temperatures.
The high temperature test assembly consists of the furnace element, void tube, and the supporting pressurization system. The system layout is shown in Fig. 1. The furnace structure is the structure that houses the graphite heating element, thermal shields, and fiber optic testing probe. The void tube houses the furnace structure. The supporting pressurization system functions to relieve pressure in the void tube during accidents and maintain a 300 kPa pressure boundary, with helium, to prevent leakage of water into the void tube. The helium, being inert, also acts to prevent conversion of the graphite to carbon monoxide at the temperatures expected during operation.

Fig. 1. SolidWorks cut-away view of the high temperature test assembly.

The system sits in the reactor core grid plate surrounded by fuel elements on two sides. The heating element is 43.0 cm in length as to heat the fiber optic probe over the length of the active fuel region of the core. The cooling of the heater is primarily through radiative heating when at operational temperature, so the design takes advantage of the use of thermal shields. The heater is powered by a 5kW, 85 amp power supply with a LabView interface that monitors instrumentation components and controls the power supply to maintain safe operating conditions.

7.3. Conceptual Design

The conceptual furnace design has been developed into a high temperature test assembly design using the STAR-CCM+ thermal models. These models include an evaluation of the 3D temperature profiles, furnace failure pressures, and an evaluation of steam rupture possibilities. The STAR-CCM+ thermal model is complete and agrees with analytical solutions.

The objective is to capitalize on free convection cooling. Thermal analysis results indicate that forced convective cooling will not be required. The capability may be implemented in the design by including the necessary gas feed through and gas flow distributor plate (inside the furnace housing) should the need for additional cooling capability become apparent in bench top testing of the test furnace. Inclusion of these components at the fabrication stage is relatively simple.
High Temperature Test Assembly

compared to adding the components after the furnace is built. Material considerations, in regard to radiation embrittlement and creep, have been evaluated and determined to pose no hazard to the safety of the reactor and its support staff.

A void tube design was chosen to provide double encapsulation and to better accommodate the various feed throughs, extra instrumentation, and containment. This design will allow sufficient surface area for connections to be made, ensuring sufficient structural integrity of the closeout flange on the top of the device.

Alternate irradiation positions have been evaluated on a neutron fluence and safety basis, focusing on D7 and E2 locations as shown in Fig. 1. The original proposal called for a furnace the size of a fuel element in the D3 reactor grid location; however, after analysis and reactor safety review, the E2 location was chosen. This position would minimize the impact to reactor operations (D3 is a commonly used experimental location) and therefore provide longer irradiation times since it would not have to be moved. Additionally, the safety argument was enhanced since the E2 location has a very low reactivity worth (1-3 cents of reactivity depending on reactor configuration) with a minimum drop in flux to neighboring fuel (evident by no change in control rod worth).

Fig. 1. Reactor core configuration showing the position proposed and the final, Reactor Safety Board – approved position.
A detailed safety analysis report has been produced. This report includes engineered safety considerations and systems for the overall furnace design, instrumentation and controls, nominal and off-nominal pressure and flow characterization, temperature limitations, material selection, and reactivity insertion affects associated with the test furnace. The TRIGA environment has been characterized. The core 3D fluxes, fission power densities and heating power maps have been produced. Out-of-core validation experiments have been conducted to confirm results of the performed predictive simulation results and validate the design decisions. All fabrication activities were performed at Texas A&M Nuclear Science Center Reactor Facility.

7.4. Component Fabrication

Fabrication of the furnace and its components took the majority of the project time. In general, the original design had very few modifications to fully realize a complete, working furnace. These will be discussed in further detail in the following sections.

Primarily, the modifications were to the cap design for the furnace element and the void tube, and to the internal structure of the furnace element. The original alumina silicate support design was rejected on the basis of thermal stresses due to firing in the kiln and the top support piece was later determined to not be necessary in the final fabrication, so it was removed.

The fabrication efforts for all parts, excluding the alumina silicate support pieces, thermal shields, and graphite heaters, were completed at the Nuclear Science Center.

The furnace was drawn in SolidWorks to streamline anticipated modifications and design iterations in the fabrication process. The fiber optic probe was fabricated by Luna Innovations.

7.4.1. Furnace Structure

The furnace element was the first portion of the furnace fabricated. This is the main component of the furnace and was originally designed for vacuum conditions. However, considering the time constraints on completing the fabrication, it has been determined to simply operate the furnace structure in the ambient condition of the void tube.

The furnace element, in the context of the discussion, consists of five components. These are the cap, structure, graphite heating element, thermal shields, and alumina silicate supports. All of the aluminum used was purchased from Tri-State Aluminum.

Cap

The cap is the component that seals the furnace element. It has five penetrations for the thermocouples, the fiber optic probe, two power feedthroughs, and a vacuum feedthrough that now acts to equilibrate the furnace element and void tube pressure.

The cap is bolted on to the furnace element via eight 4-40 bolts that compress a lead gasket to complete the seal. Figure 1 shows the cap during the initial fabrication stage.

The cap is machined out of a piece of 1/2” plate 6061-T6 aluminum. The mount for the furnace element was fabricated at the same time to ensure that the bolts lined up exactly. A groove is then machined into the furnace cap that allows for the lead gasket to be made.
Fig. 1. During and post fabrication of the furnace cap and the mount.

Figure 2 shows the gasket during fabrication and after compression. The gasket is made by first heating up the furnace cap with an acetylene torch until the cap is hot enough to melt lead on contact. Care must be taken not to melt the cap or power lead braze. The lead (Pb) is then melted into the groove until the groove is filled and the lead forms a continuously solid bead. The lead is then allowed to cool slowly by setting it aside until it is at room temperature.

Fig. 2. The furnace structure cap gasket before sealing (left) and after sealing (right).
The power-lead feedthroughs were a bit more challenging, since the feedthrough is supported with 316 stainless steel. The original attempt at joining the steel and aluminum cap was met with failure. This first attempt was to taper a thread onto the feedthrough and then thread this into the cap. The machining of the feedthrough simply destroyed it in the process. There was little else that could be done, so an effort to seal the feedthrough with alumiweld braze was attempted. This proved to be very successful, though quite difficult. There is a very narrow range in temperature where the bonding agent in alumiweld actually adheres to steel and aluminum. The power feedthrough brazed to the furnace cap is shown in Fig. 3. The selection of the power lead and power wires were determined by the amperage limitations of copper. The voltage drop is negligible for this configuration.

Fig. 3. The furnace cap with the power leads brazed into position.

The power leads have to be modified to allow for connecting the power wires and graphite heater. The design of this is fairly simple. Copper stock is cut into rectangular prism blocks. The lead/graphite contact is made by tapping a 1/4” hole for the power lead and using the band saw to make a groove for the molybdenum connector. The block is then rounded to minimize the material and prevent contact with the furnace wall then brazed to the power lead. Following this, the power lead itself is heated and bent to allow for the molybdenum connectors to fit snugly into the copper blocks. These are then brazed together using silver solder as shown in Fig. 4. This appears to be a very robust connection and the contact resistance is small enough that no difference with an ohmmeter is detected.

Fig. 4. Power lead/molybdenum contacts prior to (left) and after (right) brazing.
The power wire/lead block is made in a similar fashion, but the wires have a cross-threaded bolt-hold to allow for a bolt to compress the wire in place as shown in Fig. 5. This keeps the wire in position and helps improve the contact. It is not brazed so that removal is possible. The power leads are also bent inward slightly to reduce potential contact with the void tube.

Fig. 5. Power wire/lead contact prior to brazing and rounding of edges.

Figure 6 shows the cap and top internals of the furnace in their completed state. The thermocouple connections and wires take a considerable amount of space, so the alumina silicate spacer had to be dropped from the design. This was an oversight in the initial process, but it actually works out well by removing more mass from the furnace and therefore minimizing the potential thermal storage. The impact of enhancing radiative heat transfer from the graphite is very small.

Fig. 6. The top internals of the furnace.

Structure

The structure is fabricated from a tube of aluminum and is sealed on the bottom by welding a piece onto the tube as shown in Fig. 7. The weld was performed by the NSC machine shop foreman. The furnace cap mount is welded to the tube and then tapped for the 4-40 bolts. The initial welding was done by spot welding, but this turned out to fail under the stresses of bolting the cap on. A continuous weld had to be implemented to ensure the mount would not fail. The open lip is then machined flat to ensure a good seal with the cap.
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Fig. 7. The furnace structure with welded mount (left) and bottom (right).

Graphite Heating Element

Figure 8 shows the graphite heating elements. They were designed by TAMU and fabricated by Poco Graphite using AXZ-5QM graphite.

Fig. 8. Receipt and inspection of the graphite heaters.

Table 1 shows the design tolerances (nominal) and the actual geometrical parameters of the heaters as determined upon receipt. Table 1 confirms compliance of the fabricated heaters with the required design specifications.

Table 1. Geometrical Characteristics of the Fabricated Heaters vs. Nominal Design Data

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Heater 1</th>
<th>Heater 2</th>
<th>Heater 3</th>
<th>Nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (cm)</td>
<td>43.1</td>
<td>43.1</td>
<td>43.1</td>
<td>43.0</td>
</tr>
<tr>
<td>Diameter (cm)</td>
<td>1.982</td>
<td>1.975</td>
<td>1.965</td>
<td>2.0</td>
</tr>
<tr>
<td>Thickness (cm)</td>
<td>0.492</td>
<td>0.498</td>
<td>0.496</td>
<td>0.5</td>
</tr>
<tr>
<td>Gap (cm)</td>
<td>0.189</td>
<td>0.189</td>
<td>0.193</td>
<td>-</td>
</tr>
<tr>
<td>Bore (cm)</td>
<td>0.190</td>
<td>0.183</td>
<td>0.188</td>
<td>-</td>
</tr>
</tbody>
</table>
The molybdenum power leads were threaded into the graphite heater, after tapping with a #3-48 tap, and epoxied in place with a metallic adhesive, Durabond 950 from Cotronics. This was done to enhance the thermal resistance between the molybdenum lead and graphite heater. Molybdenum is used for the power leads since it has a very high melting temperature. The integrity of this was tested through by introducing very high heat and cooling rates on the graphite heater as illustrated in Fig. 9. No cracking of the adhesive was observed.

Fig. 9. Thermal stress testing of graphite heaters in the vacuum chamber.

The attachment of thermocouples to the graphite, for monitoring the graphite temperature during operation, is of exceptional importance from safety and operational standpoints. The method to attach the thermocouple was to use a ceramic adhesive, Resbond 920 from Cotronics, to attach high-temperature, Nextel sheathed, k-type thermocouples, from Omega Engineering, directly to the graphite. Figure 10 shows the thermocouple-heater configuration resulted from the process. Concerns of contact with the graphite are neglected since the thermocouples are of grounded variety. After thermal stress testing this method was determined to be satisfactory. Various techniques for applying the adhesive and shaping the thermocouple bead were tried. The final technique uses a pair of needle-nose pliers, the bead is bent down so that the thermocouple can be positions against the graphite without any loss of contact.

Fig. 10. Thermocouple attached to the graphite heater with the lead wire to hold the thermocouple into position without contaminating the graphite.
One issue was neglected during the design phase - possible contact of the fiber optic probe with the graphite. Such a contact could potentially cause shorting to the furnace structure through the probe. Two potential methods are available to avoid this. One method is to use an alumina-woven sleeve around the probe prior to insertion into the graphite. The sleeve was purchased but not used and is reserved as a backup if failure due to contact ever occurs. The current implemented method uses the alumina-oxide adhesive.

Thermal Shields

Thermal shields are of importance to the design since radiative heat transfer will be dominant at the operational temperatures of the furnace. These thermal shields reduce the wall temperatures of the furnace element and the total heat flux required to maintain the required temperatures. This reduction in heat flux reduces the power requirements of the furnace and therefore the likelihood and impact of an accident.

The original design concept used molybdenum thermal shields since they have been used in previous high temperature TRIGA-based furnaces.[1] However, due to design constraints, this material was not available. Consequently, another refractory metal was used - niobium. Niobium was selected for its superior characteristics over other potential candidates. The commercial provider of these shields was Admat Inc. The thermal shields, though originally accepted by the company, proved to be exceptionally difficult to fabricate. After four months of attempts (original purchase was February 2011 and receipt in late August 2011), the design constraints were relaxed to allow for a slightly thicker wall thickness from 0.02 in to 0.0315 in. Table 2 summarizes the actual characteristics of fabricated thermal shields vs. the design specifications.

Table 2. Thermal Shield Characteristics as Fabricated vs. Nominal Design Data
(Nominal design data are given in parenthesis)

<table>
<thead>
<tr>
<th>Thermal Shield Characteristics</th>
<th>Inner Shield</th>
<th>Outer Shield</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fabricated</td>
<td>Nominal as Designed</td>
</tr>
<tr>
<td>Outer Diameter (in)</td>
<td>1.34</td>
<td>1.331</td>
</tr>
<tr>
<td>Inner Diameter (in)</td>
<td>1.254</td>
<td>-</td>
</tr>
<tr>
<td>Height (in)</td>
<td>16.25</td>
<td>16.298</td>
</tr>
<tr>
<td>Thickness (in)</td>
<td>0.036</td>
<td>0.0315</td>
</tr>
<tr>
<td>Mass (g)</td>
<td>297</td>
<td>-</td>
</tr>
</tbody>
</table>

Polishing of the thermal shields was attempted using a mechanical abrasive polish. A pad holder was designed and built to attach to a drill to polish the inside of the tube. No noticeable change in the reflectivity was observed in the visual appearance of the shield and the polishing step was abandoned. The reflectivity of niobium, however, is already fairly high.

Alumina Silicate Supports

The alumina silicate supports are for retaining the geometry in the furnace element and to provide an electrical and thermal buffer between the graphite, thermal shields, and aluminum walls. Only the bottom support is actually used in the built furnace element, since it provides all of the support required. The mass of thermocouple wire above and around the graphite heater, which was
neglected during design, is significant enough to provide the support needed for the thermal shields. These supports were manufactured by Cotronics and upon arrival their dimensions were verified within accepted tolerances. The supports went through a few design changes to ensure they did not crack during firing. The supports, contain the following design features: holes to allow for gaseous discharge to prevent a pressure differential from collapsing the thermal shields, height differences to support the thermal shields and graphite heater in a concurrent geometry, penetrations for the thermocouples and fiber optic probe, and encasing of the bottom of the probe to minimize radiative cooling to the aluminum wall.

7.4.2. Void Tube

The void tube exists as the secondary but important safety barrier for the furnace. It is fabricated with a dedicated grid adapter for insertion into the reactor grid plate. The furnace has the required feedthroughs for maintaining pressure and providing the furnace with power and instrumentation. The tube is a 12 ft. piece of Al 6061-T6 with a 3.0 in. outer diameter and 0.065 in. wall thickness.

Cap

The void tube cap was made using the same methods as those developed for the furnace cap. Because the space was less limiting, larger dimensions and more bolts were used to ensure complete enclosure. Lead is still used for the gasket and is made in the same manner. The only difference is in the fabrication of the power-lead feedthrough. Figure 11 shows the assembled void tube cap with feedthroughs.

Fig. 11. Void tube cap with power lead (left) and fiber optic feedthroughs (right).

The process for making the feedthrough was to coat the power cable with an exceptional amount of JB-weld and to insert it into a threaded 1/2” pipe. JB-weld was chosen since this is often used at the NSC for coating the thread of valve fittings on experimental long tubes. The flux at these threads on the long tubes is higher than the void tube cap and they last 2+ years.
Grid Adapter

The grid adapter is a fairly important piece of the void tube. It is the support piece of the entire furnace for proper positioning into the reactor. It also contains several pounds of lead to neutralize the buoyancy force. The weld must be able to support the lead weight and be as helium-tight as possible. The weld must be of the highest possible quality.

The grid adapter weld is happened to be the portion of the fabrication process in which the largest delay occurred due to the complexity and importance of the resulting structural strength and integrity.

The grid adapter itself went through some minor design changes. These changes were:

- to accommodate better welding surfaces between the void tube and grid adapter,
- to increase the length of the adapter,
- to increase the volume for lead, and
- to maintain straight geometry of the void tube and grid adapter.

The first grid adapter was fabricated as a two-part design with a 2.25" tube welded to the bottom to contain a mass of lead. This tube extended the grid adapter from the bottom of the grid mount by an extra 18 inches. This length is limited because there is a safety plate in the reactor support structure. Since this is merely an extension, the weld did not have to be helium-tight. The grid adapter was a sealed unit in itself. The welding of this grid adapter to the void tube resulted in thermal stresses of the tube that were released via subsequent cracks as illustrated in Fig. 12. The radial stress crack was 3 in. above the weld. The grid adapter was cut out and the tube shortened to remove the crack. Welding was attempted again in more controlled environments with pre-heating and thermal blankets to reduce cooling rates. However, cracking induced by thermal stresses was then introduced into the grid adapter itself as shown in Fig. 12.

Fig. 12. Thermal stress cracking (left) in the void tube and in the grid plug (right) from suspected rapid cooling due to heat sinking with lead and high thermal conductivity of aluminum.
To address and resolve the thermal stress issues, two grid adapters were fabricated and six welding attempts were made. The fabrication method was changed completely. The second grid adapter was machined to contain two segments for lead to avoid weld in the grid adapter. This was done to address concerns that thermal stresses, which might not be apparent during visual inspections, would cause the tube segment to break off while already installed into the position in the reactor core. The top portion of the lead was inserted, as a plug, after welding to the tube was complete. This reduced the thermal storage and heat sink of the grid adapter by removing much of the lead mass that would be pre-heated during welding. The final welding attempt was performed via 5 passes. This configuration finally passed the pressure test. Figure 13 shows the final grid adapter design as fabricated.

![Fig. 13. Final grid adapter design prior to welding to the void tube.](image)

The weld was checked with pressurized CO$_2$ at 50 psi and leaks visualized with a bubble solution. Once the grid adapter passed this check, the void tube was moved into the confinement building for helium pressure checks in the reactor pool. Figure 14 shows the successful weld that passed the CO$_2$-leak test.

![Fig. 14. The completed weld that passed pressure testing with CO$_2$.](image)
7.4.3. Pressurization System

The pressure system provides both venting and pressurization capabilities for the furnace. The pressure system comprises of three main parts:

- pressure supply,
- relief to the central exhaust, and
- the bridge-side supply.

The three-part configuration is driven by the isolation capabilities for maintenance as discussed in the Safety Analysis Report. The tubing from the void tube to the bridge-side supply is 20 feet. There is a bend and steel hose fitting in the tube, roughly 4 feet about the void tube, to prevent radiation streaming to the surface. The fiber optics, power leads, and thermocouples are zip-tied to this semi-ridge pipe for support and to prevent wires from interfering with reactor operations.

Pressure Supply

The pressure supply is the portion of the system that contains the helium cylinder with a maximum capacity of 2200 psi with a single-stage mechanical regulator, as shown in Fig. 15. This requires that the pressure setting on the discharge side of the regulator must be checked daily as the supply side changes.

![Fig. 15. Supply cylinder and regulator.](image)

This portion of the system includes a check valve to prevent gas reversal during pressure transients. The check valve actuator protects the rubber hose from heated gases. Figure 16 shows the check valve location in the system.

Relief System

The relief system includes two spring-loaded relief valves and one power-operated solenoid valve that is fail closed. The system configuration is shown in Fig. 16. This is a non-safe condition, but it is to prevent the discharge of helium to the central exhaust. Due to this configuration, two additional spring-loaded safety valves were added.
The relief settings for these valves are 45, 50, and 65 psig for the solenoid and spring-loaded valves, respectively. These settings were checked prior to installation.

The activation of the solenoid was checked after installation by applying pressure to the system and slowly increasing the regulator set point.

**Fig. 16. Configuration and components of the pressure system.**

An air dryer is included and used to determine if there is moisture in the system. This check is performed by venting the system and checking the dryer. The dryer uses sudden expansion, which condenses and collects the water from the helium flow.

**Bridge-side Supply**

The bridge-side supply consists of the feed line to the void tube, a pressure transducer, a pressure switch for the power supply safety, and various coupling elements for quickly disconnecting portions of the system.

The pressure transducer reads the system pressure for LabView, which records all of the data streams.

### 7.5. Acceptance Testing

The chronological overview of the performed acceptance testing procedures is presented in this section. The discussion includes measurements, their explanations, and corrective measures (as applicable) taken to ensure compliance with the requirements of the safety analysis.

All measurements were performed outside of the reactor core but in the reactor pool water. The results from the fiber optics are plotted to reveal key features. It should be noted that data scans were taken regularly at most steady-state temperatures.

**January 10, 2013**

Upon completing the fabrication, the resistances between the power-leads and void tube were measured. These measurements are needed to ensure that the fiber optic probe, which is
traveling through the graphite heater and is grounded with the aluminum structures, is not drawing any current from the heater.

The heater-probe electrical connection may potentially fail the probe itself and would also reduce the operational temperatures of the furnace for a given current load.

This concern was alleviated by insulating the probe via alumina paste inside the heater. The resistance was measured to be 53 kohm at room temperature.

The resistance between the thermocouples and the heater is not of importance since they are of grounded type.

All connection were verified to have sustained themselves during fabrication.

January 11, 2013

The furnace operation began on January 11, 2013. All TC measurements were verified to be in equilibrium with the reactor pool water, which was measured to be 26°C. The heater TCs measured between 27.1 and 27.2°C. The element measured between 27.6 and 28.3°C.

The preliminary checks were completed. The resistance across the heater is measured to be 1.1 ohm. The helium supply is a brand new bottle at 2250 psi and the regulator set to 45psi. The pressure transducer was not reading properly and was recalibrated by reducing the pressure and then increasing it again to generate a linear curve.

The pressure switch responses were verified by increasing the pressure until the relay was activated (at 25 psi) and continued until the relay deactivated (at 60 psi). This ensures that the power supply will shut off if pressure is lost and if pressure exceeds the solenoid relief setting, which was also verified.

Since the relay setting was higher than the solenoid, the solenoid was unplugged so that it did not relieve the pressure.

These venting/pressurization cycles are used to purge the system of as much oxygen as possible.

Initial fiber scans were completed. The fiber 1G and 4G appeared not to be functioning properly, which agree with the receipt specification of the fiber optic probe, which is currently installed in the furnace, as discussed in this report.

The furnace was brought up to 100°C to determine heat functionality and to provide an operational baseline of resistance changes for the entire assembly. The external TCs began behaving strangely, such that they would decrease with temperature rise. This behavior is documented in Fig. 1.

It was suspected that this behavior was caused by EMF interference, potential grounding, or wiring issues. The EMF concerns were discounted when the 208V 3-phase wiring was moved far from the TCs and no noticeable effect was observed. It was later discovered (on January 27th, 2013), that these issues were the result of flipping the +/- of the wiring in the connections.

Despite of the lack of external temperature measurements, it was decided to operate up to 250°C, which was considered safe, to gather more data prior to dismantling the furnace to
increase the baseline for further testing. The surface of the void tube was closely monitored to ensure that there was no nucleate boiling, which would indicate that the surface was exceeding 120°C.

![Temperature Profile Graph](image)

(a) External surface temperature of the furnace

(b) Furnace heater (TC 1, 4, and 5) and the external surface (TC 6) temperatures

Fig. 1. Temperatures in the high temperature test assembly during the acceptance testing on January 11, 2013.

In Fig. 1, the spikes in the temperature profile are due to the faulty connections. These are the result of the opening of the circuit and LabView reporting ~1500°C for these moments.
The decrease in temperature during the constant current moments can be noticed from the data in Table 1. This is the result of the changing resistivity as the material is coming to thermal equilibrium and the change in power due to the dependence of resistance in Joule heating. The TC resistances are measured for TC 2, 3, and 8 as 15, 12, and 9 ohms respectively.

### Table 1. Operational Data for January 11, 2013

<table>
<thead>
<tr>
<th>Time</th>
<th>Current</th>
<th>Voltage</th>
<th>Resistance (ohm)</th>
<th>Average Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Heater</td>
</tr>
<tr>
<td>1845</td>
<td>0</td>
<td>0.00</td>
<td>-</td>
<td>29.63</td>
</tr>
<tr>
<td>1854</td>
<td>2</td>
<td>2.28</td>
<td>0.88</td>
<td>31.74</td>
</tr>
<tr>
<td>1913</td>
<td>6</td>
<td>3.27</td>
<td>1.83</td>
<td>62.35</td>
</tr>
<tr>
<td>1957</td>
<td>9</td>
<td>3.73</td>
<td>2.41</td>
<td>96.00</td>
</tr>
<tr>
<td>2131</td>
<td>25</td>
<td>5.05</td>
<td>4.95</td>
<td>248.65</td>
</tr>
</tbody>
</table>

**January 12, 2013**

The main helium was at 1900 psi. All of the venting from the previous day was considered to be the primary source of helium loss and no major leaks were found via bubble solution checks of threaded components.

Calibrated pressure sensor information was properly implemented into the LabView.

The leakage rate, tested by isolating the main supply, was determined to be 0.17 kPa per second in the pressure system, not the main supply bottle. This was later discovered (March 18, 2013) to be primarily the result of diffusion through the oxygen hose used for the supply and was then replaced by a polythene tubing. Leakage continued until the low-pressure switch turned off the power supply relay, to actively check the safety system. This occurred at 175 kPa or 25.4 psi.

This test included a thermal stressing test and further testing of the TCs. It was noticed that 10.5 amps was a threshold for the functionality of TCs 1 and 6. Above the threshold, those two TCs simply failed to measure temperature levels. However, once the power was reduced, they behaved normally again.

The rate of temperature changes will be limited, but it is desired to know if an immediate shutdown of the furnace will result in a failure of the furnace. To test this effect and outcomes, the furnace was taken up to about 450 °C, without external surface temperature monitoring but with nucleate boiling closely monitored, and then the power supply was shut off. Because no nucleation was noticed, the wall temperature remained low.

**January 14, 2013**

The furnace was removed from the pool and visually inspected. The lead gaskets are all in great shape and all electrical components are functional, except the leads seem to be contacting the void tube. This is likely due to the heat making the copper more malleable and the weight of the copper wires in the tube pushing the feedthroughs outward. They were then bent further in and tapped up with Kapton tape to provide insulation. The copper wire was also shortened by 22 in. to provide the ideal length so only thermal expansion would lead to any pressure to the feedthroughs.
January 17, 2013

The resistance between the void tube and power supply (i.e., the probe grounding to the heater) at room temperature is 53 kohm. The bottle pressure is 1800 psi. The particular purpose of this day is to verify PID controller functionality.

During the startup, issues with TC5 were noticed. Consequently, TC5 was removed from the sampling as illustrated in Fig. 2.

![Graph](image1.png)

**Fig. 2.** Furnace heater temperature during the system startup on January 17, 2013.

Figure 3 illustrates the nonphysical reduction in temperature reported by the external TCs (and likely TC5).

![Graph](image2.png)

**Fig. 3.** External surface temperature during the system startup on January 17, 2013.
The power applied during the transients is shown in Fig. 4.

Fig. 4. Power and average heater temperature as a function of time during the system startup on January 17, 2013.

The observed behavior clearly demonstrates the Joule heating being reduced for a constant current with temperature increase.

After temperature stabilized at roughly 250°C, the set point was raised to 300°C, and then to 350°C and the PID controller was allowed to assume control of the power supply.

The procedure is shown in Fig. 5.

Fig. 5. Power and average heater temperature as a function of time, the PID controller active after the first 40 minutes of the test during the system startup on January 17, 2013.
The PID controller required some optimization to reduce the periodical oscillations and temperature swings.

The final PID parameters are: 1.0, 0.6, 0.0 for the proportional, integral, and differential constants.

The furnace was shutoff following this test for another thermal stress test, since it was planned to be pulled out to fix the TCs.

January 27, 2013

The furnace was removed from the pool and visually inspected. Although no degradation effects were noticed from the shutdown stress test; it is still recommended to slowly cool the furnace during shutdown.

![Figure 6](image)

**Fig. 6.** Power and average heater temperature as a function of time during the system startup on January 27, 2013.

All of the TCs were manually checked with a flame torch to verify their behavior. The response was a measured temperature decrease, so all the connections were dismantled.

It was noticed that those that failed were wired backwards. This would result in the voltage change being polar-reversed and the apparent temperature changes opposite as expected.

Figure 6 shows the power level and the heater temperature for the final day of acceptance testing. Startup and shutdown procedures were performed manually.

The PID controller was tested again and further optimized to reduce the amperage fluctuations.

The PID controller operation is shown in Fig. 7.

After the TC corrections, the external temperatures are behaving properly as illustrated in Fig. 8.
The safety arguments in the SAR restrict operation to a maximum of 180°C on the surface of the furnace. With this information taken into account, the preceding tests were never in violation of the SAR requirements.

**Fig. 7.** Power and average heater temperature as a function of time during the PID optimization process for the system on January 27, 2013.

Furthermore, to be noted, this safety requirement only pertains to the in-core operation of the high temperature test assembly. As a result, the maximum operational temperature of the heater is assumed as 600°C. This is in a fair range for the testing of the fiber optics.

**Fig. 8.** External surface temperature of the furnace as a function of time following TC adjustments for the system on January 27, 2013.
A comprehensive resistance as a function of temperature is shown in Fig. 9. The resistance change is the result of the overall resistance of the copper and graphite. It follows that thermal transients and the resulting shift to equilibrium causes changes in the resistance.

**Fig. 9. Resistance as a function of average temperature.**

As heat is conducted and radiatively dispersed, other components heat up and cool at different rates. This is of little interest from a safety standpoint, but can potentially lead to large oscillations in the PID control that may not get damped out. This must be monitored during long operational runs.

### 7.6. Experimental Program

#### 7.6.1. Fiberoptics Probe

The fiberoptics probes were checked for operability when received from Luna. Each probe contains twelve fiberoptics sensors which are held in place via a series of quartz ferrules as discussed in this report. The fibers themselves must be shielded from water, as the hydroxyl attack will degrade the fiber performance to the point of failure. The fiber travels through two penetrations in the void tube and the furnace. These feedthroughs were tested at the designed failure pressure of the respective location. The probe itself sites in the centerline of the graphite heater and extends the entire length of the active fuel meat.

#### 7.6.2. Expected Fiberoptics Behavior

Constraints on operation of measurement systems will vary accordingly to the desired measurement channel and physical conditions. These fiberoptics-based measurement systems are no different, despite their flexibility and size. Various tests were conducted and are documented in this report to determine the usefulness of the fiberoptics within a reactor.
configuration from a qualitative standpoint. These tests were vibrations, thermal response, and breakage mode responses.

It has been determined that induced vibrations in the fiberoptics system, specifically at the end and at couplings, would greatly interfere with the signal and therefore result in erroneous measurements. The vibrational sources, which introduce the most error, depend on the scanning parameters of the OBR and the calculation options. The most prominent sources, to be expected, are the power supply, vacuum and reactor pumps, and other mechanical supporting components and structures.

It was also found and verified by Luna that the fibers respond somewhat abnormally in thermal transients. There are structural changes resulting from variations in thermal expansion rates between the fiber core and coating. These changes take a considerable time to come to equilibrium. It appears, though not specifically verified, that after a few thermal cycles, the fiberoptics sensor will begin to lose this delay. It is recommended that fibers are thermally stressed before being put into service. It is not clear if stresses from bending the fiber introduce similar issues.

It was desired to understand the typical modes of failure for the fiberoptics sensors. It is required to understand if and when a fiberoptics sensor fails, whether that failure was a result of mechanical stress (thermal cycling) or from radiation exposure.

7.6.3. Irradiation

The influence of irradiation on the performance of the fiberoptics-based measurement systems was experimentally evaluated. The two relevant characteristics are flux and fluence; the focus is on fluence – time-integrated flux. Due to errors in measurements resulting from vibration sources while at power, the dependence on flux could never be interrogated.

This report discusses the observations and findings on how temperature measurements change with change in fluence as the fiber is irradiated. The lifetime of the fiberoptics sensors, as a function of fluence, is determined for a small set of fibers. The total number of thermal cycles for the fiberoptics probe (all fibers) is twenty seven. A cycle is considered to be from room temperature conditions to operational temperature and is the result of testing, inadvertent shutdowns, and the planned shutdowns during the weekends. It is not directly clear if thermal cyclic stresses are responsible for the failure of the fibers, but some fibers failed almost immediately, likely due to thermal stress on the fiber splice.

The performed experiments demonstrated successful operation of temperature and neutron fiberoptics sensors up to 1x1019 n/cm2; however, all gamma fiberoptics sensors failed. The neutron fiberoptics sensors did not provide experimental data, which were representative of expected neutron distribution, because of high vibration noise levels.

Fiber baseline measurements

The fiber probes were tested prior to installation in the furnace; measurements were compared to those from the post-fabrication tests performed by Luna, the manufacturer of the fiber probes. Following installation into the furnace, while remaining outside of the reactor, further tests were completed and are documented in this report. The tests were required by the Reactor Safety Board to support the program authorization decision. The tests included various temperature transients to ensure reliability of the fiberoptics sensors after thermal stresses, to verify initial
temperature measurements, and to test safety systems. These measurements provide a baseline for going into the neutron and gamma radiation fields and to understand various influences on the measurement system during operation.

For every measurement, there are necessary references. These references are ideally taken at room temperature, so the measurements themselves would represent the temperature/radiation distributions plus room temperature/background radiation levels. For fiberoptics sensors, the distributions in temperature are as expected; however, the magnitude of the fiberoptics-measured values is far greater than the temperature values reported by the thermocouples in direct contact with the heating element. The cause for this discrepancy is not known, but it is suspected that the internal stresses induced in the fiber by the probe, along with mismatched thermal expansion coefficients, introduce errors into the temperature measurement.

The temperature fiberoptics sensors performed well enough to produce results as illustrated in Fig. 1. The temperature distribution is shown axially along the centerline of the furnace. Thermocouples maintain an average heater temperature of 500°C, with an axial variation of 10-15°C. The observed difference in maximum values is likely the result of internal stresses in the fiberoptics probe due to thermal expansion differences in the quartz and fibers.

![Fig. 1. Temperature distribution within the furnace at 500°C, the reactor is shutdown.](image)

The “spikes” or very sharp gradients in Fig. 1 are the result of noise effects. It has been concluded that the “spike” does not preclude errors in the rest of the measurement but is merely an artifact at that specified spatial location.

**Vibration effects**

As observed in the earlier testing, vibration phenomena impact the fiberoptics measurements significantly. In order to understand the mechanism and minimize the influence of the vibrations, some troubleshooting actions were performed to isolate the sources. This also provides feedback as to when measurements should and should not be performed, so to enhance the available sets of data for analysis.

Vibration errors were noticed primarily at 1.0 MW operation of the research reactor as shown in Fig. 2. The 0W condition is representative of the reactor being shutdown, though due to decay heat, the power level is never actually 0W.
At 1MW, the reactor is operating at its full licensed capacity. Pumps are necessary for reactor operation and perform two functions: cooling and reduce radiation levels above the pool by allowing $^{16}\text{N}$ an opportunity to decay in the pool before reaching the surface. This second pump, called the diffuser, is close to the furnace and in fact pushes water directly down on it. The vibrations were suspected to be the result of the diffuser. However, as Figure 3 shows, this is not entirely the case. With the diffuser off, similar vibrations are observed. It is concluded then, that the vibrational modes of natural circulation are mostly responsible for these errors.

**Fig. 2.** Return loss of neutron fiber with reactor at two different power levels.

**Fig. 3.** Return loss of neutron fiber with the reactor at 1.0MW with diffuser pump in the on and off configurations.
Thus, for measurements to be without vibration, they must be taken with the reactor in a shutdown condition. It was also noticed that control rod movements introduced noise into the measurement, so care was taken to take measurements before the reactor was started up in the morning.

**Fiber degradation with irradiation**

As already discussed, the radiation fibers did not exhibit characteristics that could be correlated to the neutron fluence level or distribution that would be expected. The issue has not been resolved, so such measurements will be neglected in this report. It is likely that the result is due to high vibration noise. However, this vibration is due to natural circulation of the reactor and with the reactor shutdown (little-to-no vibration noise), there is still no apparent measurement data to be evaluated. Thus, the focus is on the return loss along the fiber as this provides indications of the fiber survivability, but it does not provide any data characterizing the actual performance of the sensors to measure various characteristics. Fluence-return loss dependencies were investigated as well.

The fiberoptics sensors are inherently sensitive to influences that change the characteristics of light propagation in the fibers, so it is expected that temperature, flux, and any time response associated with the two would result in measurement changes. An attempt to determine the flux sensitivity of measuring fiberoptics sensors is difficult due to vibration noise effects as a result of the reactor being at power.

**Table 1. Fibers Tested and Their Survivability**

<table>
<thead>
<tr>
<th>Fiber Optic</th>
<th>Final Condition</th>
<th>Reason</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma 1</td>
<td>Failed</td>
<td>DOA</td>
<td></td>
</tr>
<tr>
<td>Temperature 2</td>
<td>Failed</td>
<td>Unknown</td>
<td>Failed immediately at startup.</td>
</tr>
<tr>
<td>Neutron 3</td>
<td>Survived</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma 4</td>
<td>Failed</td>
<td>DOA</td>
<td></td>
</tr>
<tr>
<td>Temperature 5</td>
<td>Survived</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutron 6</td>
<td>Failed</td>
<td>DOA</td>
<td></td>
</tr>
<tr>
<td>Gamma 7</td>
<td>Failed</td>
<td>Irradiation</td>
<td>Failed at 4.5e18 n/cm² fluence.</td>
</tr>
<tr>
<td>Temperature 8</td>
<td>Survived</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutron 9</td>
<td>Survived</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma 10</td>
<td>Failed</td>
<td>Irradiation</td>
<td>Failed at 5.8e18 n/cm² fluence.</td>
</tr>
<tr>
<td>Temperature 11</td>
<td>Failed</td>
<td>Unknown</td>
<td>Failed immediately at startup.</td>
</tr>
<tr>
<td>Neutron 12</td>
<td>Survived</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 shows the results of the fiber optic survivability testing. There were only two fibers, both gamma sensitive, which failed as a result of the irradiation. The other two gamma fibers were dead on arrival (DOA). All of the neutron and temperature fibers, which were not DOA or failed immediately, survived the entire irradiation and thermal stressing cycles. It is likely that fibers failing immediately, only temperature fibers, were the result of thermal stresses during the initial heating of the furnace. Only seven of the twelve available fibers provided any results. These low numbers can be improved with increased quality of fabrication, since this was the first fiber probe of this type manufactured. The degradation of the fiberoptics sensors can be represented by a few experimental examples. The gamma and temperature fibers provide the best representation of what would be expected with irradiation.
1. Temperature-sensing fibers

The temperature fibers show particular trends during irradiation as the material properties change. Figure 4 shows the temperature measurements, with the furnace heater at an average temperature of 500°C and referenced to the non-irradiated scans, for the first 30 days (4.4e18 n/cm²) of irradiation.

![Fig. 4. Relative measurement drift of the temperature fiberoptics sensor during irradiation, referenced to the initial scan.](image1)

The scans suggest that irradiation damage relaxes the strain in the fiber, which then settles to a band of relative temperatures around -40°C to -50°C (the spike during the 30 day measurement is a noise artifact). The effect of irradiation is evident at 17 days (2.4e18 n/cm²), then changes in measurement errors are no longer evident until about 40 days (5.6e12 n/cm²) of irradiation, as illustrated in Fig. 5.

![Fig. 5. Relative measurement drift of the temperature fiberoptics sensor during irradiation, referenced to the 30 day scan.](image2)
In Fig. 5, the reference scan is the 30 day scan. This is to provide a comparison with the seemingly equilibrium condition. However, beyond 40 days the trend in the measurements appears to continue, shifting the resulting measurements further in the same direction.

The axial flux distribution is not known. Consequently, the fluence data at each spatial location is not available. However, the effect of irradiation looks largely proportional to the flux distribution that would be expected (cosine shape).

Figure 6 illustrates that there are no discernible effects of fluence levels on the return loss of the fiber. In Fig. 6, the initial fiber return loss within just a few days of irradiation is compared to the final irradiation of the fiber. There is just a minimal increase in the overall return loss as would be expected from the results already shown. The temperature fiberoptics sensors seem to become radiation hardened. It is very possible that this effect can be software corrected and managed when enough understanding of the behavior becomes available through future studies.

![Fig. 6. Return losses in the temperature fiber as a function of distance for two fluence levels.](image)

2. Gamma-radiation-sensing fibers

As shown in Table 1, two gamma fibers (Gamma 1 and Gamma 4) failed during fabrication and transport to Texas A&M University. However, two other gamma fibers (Gamma 7 and Gamma 10) remained functional and were used in the present analysis.

In Fig. 7, the return loss of the gamma fibers is shown during its irradiation. This shows a clear degradation in the measurement with time. Because the gamma fluence level is not known, the neutron fluence values are shown. The return loss is essentially unaffected up to 2.3e18 n/cm² with a short peak appearing at roughly 15.2 m. This peak is consistent with the following scan, showing a possible defect or sensitivity to the gamma/neutron fluence in the material.
Fig. 7. First gamma fiber return loss as a function of distance from the OBR measurement device for various neutron fluences.

In Fig. 8, a more detailed “time-lapse” of the gamma fiber is shown. Two peaks grow with the fluence until ultimate fiber failure at 5.8e18 n/cm². These failure points do not track with the expected axial gamma flux.

Fig. 8. First gamma fiber return loss as a function of neutron fluence and distance.
It is expected, given the uniform axial shielding characteristics of the furnace and fuel, that the gamma flux would track the neutron flux spatial distribution quite closely. This suggests the failure should appear more uniform than isolated at particular locations.

**Fig. 9.** Second gamma fiber return loss as a function of distance for various neutron fluences.

The observed behavior might be indicative of the gamma flux distribution non-uniformities, might suggest presence of gamma-sensitive impurities in the fiber limiting their lifetime, or might be indicative of developing mechanical stresses due to swelling.

**Fig. 10.** First gamma fiber radiation measurement as a function of distance at different reactor power levels.
Notably, the onsets of the failure events for both gamma fibers appear in the same spatial location as illustrated in Fig. 9 (see Fig. 7 for the first fiber behavior).

Because the lifetimes of these two fibers are somewhat similar, the mechanism for their failure is likely to be the same as well. It is suspected, though not confirmed, that the likely failure mode is due to the fiber swelling. The following induced stress at ferrule interfaces might have damaged fiber cores.

Fig. 11. Second gamma fiber radiation measurement as a function of distance at different reactor power levels.

The gamma fiber measurements take advantage of an additional software package, as discussed in this report, provided by Luna, to perform the calculations to determine the gamma fluxes. The difference between the reactor operation at 300W and 1MW is shown in Fig. 10. This corresponds to two different gamma flux levels. The region of interest is between 14.7 and 15.35 meters in Fig. 10. Both of these scans are referenced to a 0W scan showing no evidence of a flux dependence since the expected distribution is not evident above noise.

The peak broadening at roughly 15.35 meters (the end of the fiber) is the result of vibrations. The effects at between 14.0 and 14.5 meters are the result of a poor splice, which is not a concern in the other gamma fiber. Figure 11 does not show these effects for the second gamma fiber. Notably, the peak at roughly 15.2 m, as shown in Fig. 7, is also picking up in this measurement as illustrated in Fig. 9 and Fig. 11.

3. Neutron-sensing fibers

Figure 12 demonstrates that the neutron-sensing fibers appear to be much more radiation tolerant in the reactor environment than the gamma fibers. Across all of the neutron fibers, there are only small changes in the return losses during the entire irradiation period.
Fig. 12. Neutron fiber return loss as a function of distance for two fluence levels.

The calculations for neutron fibers are performed using the same specialized software package as for the gamma fibers. A comparison between reactor operation outcomes at 0W and 1MW is shown in Fig. 13.

Fig. 13. Neutron fiber measurement as a function of distance at different reactor power levels.
Similar to the previous scans, the noise resulting from vibration-induced phenomena dominates any meaningful signal. Figure 14 suggests that there does not seem to be any observable effects due to fluence levels.

![Graph showing neutron fiber measurements for four different days as a function of distance at a reactor power level of 0W.](image)

**Fig. 14. Neutron fiber measurements for four different days as a function of distance at a reactor power level of 0W.**

It is evident from the presented analysis that the gamma fibers are more sensitive to the changes resulting from the radiation exposure in a mixed gamma and neutrons radiation field compare to the neutron fibers. The temperature fibers actually appeared to trend more with radiation exposure than either of the radiation sensitive fibers.

All of the available gamma sensing fibers failed, either as a result of mechanical agitation or due to the influence of the mixed-field radiation exposure. The neutron and temperature fibers, which not initially failed, survived the irradiation in the reactor environment at an average temperature of 500°C.
7.7. Conclusions

It is conclusive that the furnace has been built to meet its performance specifications and operated as expected to meet project objectives. There are some minor operational issues identified which did not impact the safety of the system – namely, automatic startup and shutdown. The safety systems have been tested and performed to their design specifications.

With the delays in procurement and fabrication difficulties, the total irradiation of the fiber optics covered the span of 3 months. Another probe, with twelve more fiber optics has yet to be irradiated, preventing a good sample of data to develop an empirical model on fiber optic survivability. There were seven fibers that were irradiated: two temperature, three neutron, and two gamma fibers. The fibers of the first probe were all irradiated to a neutron fluence of $1.0 \times 10^{19} \pm 7.7 \times 10^{17} \text{n/cm}^2$ at a nominal 500°C. Both of the gamma fibers failed at $4.5 \times 10^{18}$ and $5.8 \times 10^{18} \text{n/cm}^2$, respectively, likely as a result of fiber-ferrule interaction due to fiber swelling as evident by identical failure modes at identical spatial locations.

Neutron and temperature sensing fiber optics showed significantly improved radiation resistance over the gamma fibers, but without a control at ambient temperature, it is difficult to understand the influence of high temperature irradiation on the annealing properties of the fiber optics.

Vibration and other noise sources prevented the validation of neutron and gamma fiber techniques and temperature measurements via the fiber optics were not equivalent to calibrated thermocouple readings. The spatial distributions of the temperature measurements seem to be correct, compared to modeling results, but their magnitude was too great. It is suspected the deviations are the result of internal stresses from mechanical stresses within the probe.

Although fundamental feasibility and potential applications for fiber optics sensors have been established, the technology, by far, is not ready for near-term practical in-core implementations. The noted challenges include excessive dependencies of sensing system performance characteristics on vibrations due to thermo-mechanical core characteristics, resulting noise effects, internal fiber optics material effects and their interpretation by the fiber optics data acquisition and processing, and overall inherent dependencies of fiber optics sensing technologies on accompanying software components to recover and interpret measured performance characteristics, and frequent calibration needs for the system to operate meaningfully.

These observations strongly suggest the need for further research efforts to systematically resolve these challenges, thus allowing taking a full advantage of the existing fiber optics and distributed sensing capabilities for next generation in-core instrumentation solutions for current LWRs as well as SMRs and advanced reactor systems.

7.8. References

8. Sensor Networks and Data Processing Algorithms for Future Nuclear Systems

8.1. Introduction

8.1.1. Characterization of In-Core Conditions

Advanced sensor networks and data processing algorithms are needed for future generation nuclear reactors and energy systems. In many cases, detector systems designed for current generation LWRs cannot survive in advanced reactors. Reactor safety margins for these advanced systems must account for uncertainty in reactor operating conditions. Accurate on-line flux reconstruction would significantly reduce the uncertainty present in the core-wide fission distribution and allow for safer reactor operation.

This work will focused on flux reconstruction techniques for the very high temperature reactor (VHTR), one of several next-generation designs supported by the Generation IV International Forum (GIF). The VHTR is an advanced gas-cooled high temperature reactor (HTR). HTRs are attractive because their outlet temperature allows for high-efficiency energy conversion cycles. Additionally, HTRs could be used to supply process heat for industrial applications.

Gas-cooled graphite-moderated reactors have long been a subject of research and application within the nuclear engineering community. The first HTR test reactors came online in the late 1960s. The first was built in Winfrith, and brought to power in 1966. It was a 20 megawatt design built by the Organization for Economic Co-operation and Development High Temperature Reactor Project (DRAGON). In May of 1967, the General Atomic designed Peach Bottom reactor was brought to full power for the first time. The final first-gen HTR test reactor was the German built AVR pebble-bed design that came online in February 1968. [27] Work on HTRs continued and the first full-size commercial HTR, Fort Saint Vrain, came online in 1977. Throughout its operational life, Fort Saint Vrain had many problems with various non-nuclear components. It was shutdown in 1992.

Interest in HTRs originated, and continues to this day, due to the flexibility of the design. The gas coolant has little effect on the neutronic behavior, decoupling neutronics from thermal-hydraulics and giving nuclear engineers more freedom when designing them. HTRs have been built that accept Uranium and Thorium based fuels. HTRs have been proposed to burn weapons-grade plutonium and actinides present in spent LWR fuel. HTRs can also accept a variety of fuel forms; however, all modern designs use TRISO particles or some variant thereof. TRISO particles are known for their ability to contain fission products during normal operation and accident conditions.

In recent years, the United States has been researching such reactor designs through the Next Generation Nuclear Plant (NGNP) project. The NGNP project was led by the Idaho National Laboratory (INL) and considered designs proposed by major reactor vendors Westinghouse, Areva, and General Atomics. All designs were thermal reactors moderated by graphite and cooled by helium. Both pebble bed and prismatic block designs were proposed, but the shuttering of South Africa’s pebble bed reactor project led to increased focus on the prismatic block design. The NGNP project considered both 350 MWth and 600 MWth designs. [3]
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The INL identified the development of instrumentation that can function inside the reactor as a principal risk to the NGNP project. [2]

Table 1 summarizes typical operating conditions inside a HTR. Designing sensors that can withstand prolonged exposure to the outlet temperature while in a harsh neutron and gamma radiation field is an engineering challenge. Reaching a 1000 °C outlet temperature is a long term goal of the VHTR. In addition to the high temperatures and radiation field, the sensors must be able to withstand the graphite dust in the reactor. Estimating the total amount and distribution of the dust in HTRs is a research area. [5]

Table 1. Normal Operating Conditions in a HTR
(The fast fluence is taken to be all neutrons about 0.1 MeV. [26,4,40])

<table>
<thead>
<tr>
<th>Reactor Characteristic</th>
<th>Performance Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coolant inlet temperature</td>
<td>490° - 600° C</td>
</tr>
<tr>
<td>Coolant outlet temperature</td>
<td>700° - 950° C</td>
</tr>
<tr>
<td>Coolant pressure</td>
<td>7 – 8 MPa</td>
</tr>
<tr>
<td>Peak fast neutron fluence</td>
<td>$1.7 \times 10^{20} - 1.67 \times 10^{21}$ n/cm²</td>
</tr>
</tbody>
</table>

8.1.2. Potential In-Core Neutron Sensors

The primary candidates for HTR in-core neutron detectors are fission chambers, self-powered neutron detectors, and fiber optic sensors.

Fission chambers have successfully been used as in-core neutron detectors in a variety of reactors.

For example, in-core fission chambers were developed for use in fast breeder reactors where they were used during startup and shutdown when counting rates are too low to use detectors under the reactor vessel. They were also used during core loading to closely monitor reactivity. Fitting the necessary electronics into a package small enough to be used inside the core was difficult; however, all engineering challenges for the use of in-core fission chambers in sodium fast reactors were solved. Sodium fast reactors operate at about 600° C. [7, 33]

Fission chambers were also chosen for the wide range power monitor in Japan's High Temperature Test Reactor (HTTR). Placed at the top of the permanent reflector, they were exposed to 600° C during reactor operation. [29]

Further research and development is needed to develop fission chambers capable of withstanding the design operating temperatures of the VHTR.

Self-powered neutron detectors (SPNDs) are desirable because of their simple electronics, reliability, robustness, small size, and small power requirements. SPNDs are frequently used for in-core instrumentation in PWRs. Advanced SPNDs capable of withstanding HTR in-core conditions are a subject of research. One such study for silicon carbide SPNDs determined that they could not survive the temperature and fast fluence present in the active core region and recommended that they be placed in the inner reflector instead. [21, 17]

Fiber optic sensors are another candidate for in-core neutron flux detectors; however, they are also the most unproven. Using fibers for in-core temperature sensors has been an area of
research for some time, and challenges still remain. One common problem cited is degradation of performance as a result of radiation-induced darkening. Recent research by Luna Technologies has shown that fiber optic sensors are capable of measuring gamma flux as well as thermal and fast neutron fluence. [14, 13] Further research by Luna showed that the fibers could be used as distributed neutron sensors.

This work focused on the fiber optic distributed neutron sensors developed by Luna Technologies. We believe that the risk in developing a reconstruction algorithm for a yet unproven sensor system is justified by the increase in information that distributed sensors would bring. Quantifying the benefits of distributed neutron sensors will encourage others to fully develop them.

8.1.3. Objectives

The two main tasks of this effort were

- to use a reference VHTR model to quantify the operational characteristics of the reactor and
- to develop an algorithm capable of reconstructing the neutron flux from in-core sensors.

The chief purpose of the VHTR simulations was to generate detailed in-core neutron flux distributions to test the flux reconstruction algorithm.

A flux reconstruction algorithm was sought that

1. did not rely on a neutron diffusion or transport model of the core,
2. accurately reconstructed the core-wide neutron flux using a reasonable number of sensors, and
3. was robust against signal noise and sensor failure.

An algorithm that did not rely on a diffusion or transport model of the core was desired because of the difficulty in generating a model that is both accurate over the entire core lifetime and computationally inexpensive.

8.2. VHTR System Model

8.2.1. Introduction

The VHTR design used in this work was based on the three ring 600 MWth prismatic-block NGNP design (see Table 1 below) developed by Idaho National Laboratory. [25, 2]

The VHTR is a graphite-moderated, helium-cooled reactor. The principal building block of the reactor is a graphite hexagonal prism. These prismatic blocks are stacked together to form the core. Graphite is used as the primary structural material, neutron moderator, and neutron reflector. Enriched uranium is used as fuel. The VHTR is designed to be passively safe. In order to reach this goal, the active core is annular in shape. The graphite inner reflector provides a large heat sink capable of absorbing heat generated by the fuel during accident conditions.
The annular active core region is made of graphite blocks that contain fuel rods, burnable poison rods, and coolant channels. Fuel rods are made of TRISO particles suspended in a graphite matrix.

TRISO particles are capable of containing fission products during normal operation and accident conditions. Helium was chosen as the working fluid in the primary loop because it is chemically inert.

Table 1 summarizes the principal design parameters of the reference VHTR system used in the project as a baseline design to evaluate in-core conditions.[25,2]

<table>
<thead>
<tr>
<th>Design Parameters</th>
<th>Performance Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>600 [MWth]</td>
</tr>
<tr>
<td>Fuel</td>
<td>UO2</td>
</tr>
<tr>
<td>Moderator</td>
<td>Graphite</td>
</tr>
<tr>
<td>Coolant</td>
<td>Helium</td>
</tr>
<tr>
<td>Coolant pressure</td>
<td>7.12 [MPa]</td>
</tr>
<tr>
<td>Core inlet temperature</td>
<td>490 [°C]</td>
</tr>
<tr>
<td>Core outlet temperature</td>
<td>1000 [°C]</td>
</tr>
<tr>
<td>Core diameter</td>
<td>7 [m]</td>
</tr>
<tr>
<td>Core height</td>
<td>10.7055 [m]</td>
</tr>
</tbody>
</table>

8.2.2. Applied Codes and Models

Simulation Tools

In order to develop and test a flux reconstruction algorithm, detailed in-core flux distributions for a VHTR were generated. The neutron transport code MCNP5 was chosen as the primary computational tool for this project. MCNP5 uses the Monte Carlo method to find the solution of the transport equation. Instead of numerically discretizing the integro-differential neutron transport equation, Monte Carlo methods seek to model the neutron transport process explicitly. A pseudo-random number sequence along with proper sampling techniques are used to model individual neutron histories.

The fundamental mode is found by repeatedly simulating batches of neutrons. Each batch starts off as a collection of fission sites (the fission sites for the first iteration are a guess). A predetermined number of neutrons are generated at these fission sites and their energies sampled from a fission spectrum. These neutrons are transported until they are absorbed or leak out of the system. If any of the absorptions result in a fission, the fission site is stored for use in the next batch.

This process is equivalent to power iteration, and so power iteration convergence theory from deterministic transport is relevant. [23] The chief advantage of the Monte Carlo method is that the transport process is simulated without significant spatial, angular, or energy discretization. Geometry can be modeled exactly provided an accurate algorithm exists to track the neutron's position inside the system. Nuclear interactions can be sampled using a continuous energy spectrum. The chief disadvantage of Monte Carlo methods is their poor rate of convergence. All quantities of interest must be extracted from a finite number of neutrons histories.
Monte Carlo codes are advantageous for HTR analysis because they can explicitly model the so-called double-heterogeneity that arises due to the TRISO particles. Virtually all nuclear power reactors have one level of heterogeneity in their design -- a heterogeneous lattice of fuel, coolant, and moderator. In VHTRs, the fuel is a heterogeneous mixture of TRISO particles and graphite. This double heterogeneity has a quantifiable effect on resonance absorption because, while the TRISO kernels are physically very small, they are several mean free paths long to neutron's whose energies lie in fuel cross-section resonances. [35]

The ability of MCNP5 to exactly model the full core was used to avoid the assembly homogenization process that occurs during traditional deterministic full core calculations. In a three ring annular core, two of the three rings are adjacent to the reflector. The long neutron mean free path in graphite causes the neutron energy spectrum in the blocks to be affected by the adjacent reflector blocks. Researchers have successfully used conventional homogenization techniques to generate accurate results for BOL cores; however, modeling fuel depletion accurately is difficult. Neutron flux gradients in the fuel assemblies next to the reflector cause them to deplete unevenly. [12] This phenomena cannot be captured with traditional infinite lattice depletion runs.

The core burnup calculations were performed using VESTA. VESTA is a coupling interface between MCNP5 and ORIGEN. VESTA automatically sets up 43,000 group spectrum tallies in every material marked for depletion. This spectrum is then used to determine the reaction rates in each. This data is passed to ORIGEN which depletes each material separately. VESTA then receives the depleted materials from ORIGEN and passes them back to MCNP5 for use in the next time step. [18, 10, 31]

Core Geometry Preliminaries

The VHTR core was built from hexagonal prism graphite blocks. Two different types of blocks made up the core: reflector blocks and fuel blocks. Right hexagonal prisms and hexagonal lattices were used throughout the design of the VHTR. A right hexagonal prism is fully defined by its height and half-pitch. The half-pitch is defined as a line that starts at a hexagon's center and intersects of one of its side's at a right angle. A collection of regular hexagons arranged face-to-face forms a hexagonal lattice. A hexagonal lattice is fully defined by its half-pitch. Figure 1 depicts a hexagonal prism and a hexagonal array. The half-pitch is shown with a red line, while height is shown with a blue line.

Fig. 1. A hexagonal prism (left) and a hexagonal lattice (right).
Reflector Block Geometry

A reflector block is a hexagonal prism made of solid graphite; however, some reflector blocks are modified to contain coolant channels, control rod holes, and reserve shutdown channels. The reserve shutdown channels are the same size as the control rod holes and will not be redefined in the following tables. Figure 2 shows the four different permutations of the reflector block design. Reflector blocks directly above and below the active core contain coolant channels.

![Reflectors](image)

Fig. 2. The four variations of reflector blocks found in the core.

Table 2 summarizes the geometric and material properties of the reflector blocks. In the table, the control rod location is expressed as the distance from the block center as measured along the half-pitch line shown in Fig. 1.

<table>
<thead>
<tr>
<th>Reflector Block Parameters</th>
<th>Reference Design Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block height</td>
<td>79.3 [cm]</td>
</tr>
<tr>
<td>Block half-pitch</td>
<td>18 [cm]</td>
</tr>
<tr>
<td>Graphite density</td>
<td>1.72 [g/cm³]</td>
</tr>
<tr>
<td>Coolant channel height</td>
<td>79.3 [cm]</td>
</tr>
<tr>
<td>Coolant channel radius</td>
<td>0.79375 [cm]</td>
</tr>
<tr>
<td>Coolant channel lattice half-pitch</td>
<td>0.9398 [cm]</td>
</tr>
<tr>
<td>Control rod (CR) hole height</td>
<td>79.3 [cm]</td>
</tr>
<tr>
<td>CR hole radius</td>
<td>5.05 [cm]</td>
</tr>
<tr>
<td>CR hole center</td>
<td>9.75614 [cm]</td>
</tr>
</tbody>
</table>
Fuel Block Geometry

A fuel block is a graphite hexagonal prism with coolant channels, fuel pins, and burnable poison pins arranged inside the block in a hexagonal lattice. The fuel and burnable poison pins are shorter in height than the fuel block.

Graphite plugs are used to fully enclose the rods inside the fuel block. Additionally, each fuel block has a handling hole drilled half-way through the center of each block. The handling hole is used by the fuel reloading machine to move the fuel blocks during fuel shuffling and reloading.

A fuel block layout is shown in Fig. 3.

Fig. 3. Cross section (left) and cut-out (right) views VHTR fuel block.

Graphite is shown in green, fuel rods are shown in red, coolant channels are shown in yellow, and burnable poison pins are shown in blue.

Table 3 summarizes the geometric and material properties of the fuel blocks.
Table 3. Fuel Block Parameters

<table>
<thead>
<tr>
<th>Fuel Block Parameters</th>
<th>Reference Design Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block height</td>
<td>73.9 [cm]</td>
</tr>
<tr>
<td>Block half-pitch</td>
<td>18 [cm]</td>
</tr>
<tr>
<td>Graphite density</td>
<td>1.72 [g/cm³]</td>
</tr>
<tr>
<td>Fuel rod</td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>73.95 [cm]</td>
</tr>
<tr>
<td>Radius</td>
<td>0.6223 [cm]</td>
</tr>
<tr>
<td>Coolant channel</td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>79.3 [cm]</td>
</tr>
<tr>
<td>Radius</td>
<td>0.79375 [cm]</td>
</tr>
<tr>
<td>Burnable poison</td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>73.95 [cm]</td>
</tr>
<tr>
<td>Radius</td>
<td>0.5715 [cm]</td>
</tr>
<tr>
<td>Handling hole</td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>36.54 [cm]</td>
</tr>
<tr>
<td>Radius</td>
<td>2.0638 [cm]</td>
</tr>
<tr>
<td>Shutdown channel</td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>79.3 [cm]</td>
</tr>
<tr>
<td>Radius</td>
<td>5.05 [cm]</td>
</tr>
<tr>
<td>Center</td>
<td>9.75614 [cm]</td>
</tr>
</tbody>
</table>

Fuel Rods

The exact geometry of each TRISO particle was modeled explicitly. The TRISO particles were modeled as five concentric spheres. The innermost sphere, called the kernel, contained uranium oxide.

A porous carbon buffer layer surrounded the kernel to accommodate any swelling or deformation of the irradiated kernel. The two pyrolytic carbon layers and silicon carbide layer are present to contain fission products.

Table 4 summarizes the geometric and materials properties of the TRISO particles.

Table 4. TRISO Particle Parameters

<table>
<thead>
<tr>
<th>TRISO Structure</th>
<th>Material</th>
<th>Outer Radius [µm]</th>
<th>Atom Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel Kernel</td>
<td>UO₂</td>
<td>300</td>
<td>7.2451E-02</td>
</tr>
<tr>
<td>Carbon Buffer</td>
<td>C</td>
<td>400</td>
<td>5.7308E-02</td>
</tr>
<tr>
<td>First PyC Layer</td>
<td>C</td>
<td>440</td>
<td>9.4160E-02</td>
</tr>
<tr>
<td>SiC Layer</td>
<td>SiC</td>
<td>475</td>
<td>9.6152E-02</td>
</tr>
<tr>
<td>Second PyC Layer</td>
<td>C</td>
<td>515</td>
<td>9.74E-02</td>
</tr>
</tbody>
</table>

Fuel rods consist of TRISO particles suspended inside a graphite matrix. In reality, the particles are scattered stochastically throughout the matrix during the manufacturing process. In the model, the TRISO particles are arranged in a rectangular lattice as shown in Fig. 4. The lattice pitch was chosen such that the packing fraction was satisfied and no TRISO particles where truncated. A packing fraction of 25 volume % was used.
Burnable Poison Pins

The burnable poison pins were made of boron carbide particles interspersed in a graphite matrix. Like the fuel pins, the burnable poison particles were modeled as a regular rectangular lattice.

The boron kernel enrichment and kernel size are parameters that can be varied on a per-block basis to flatten the power profile and control reactivity. Nominal BP particle dimensions are shown in Table 5.

Table 5. Burnable Poison Particle Parameters

<table>
<thead>
<tr>
<th>Structure</th>
<th>Material</th>
<th>Outer Radius [μm]</th>
<th>Density [g/cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel</td>
<td>B₄C</td>
<td>100</td>
<td>2.47</td>
</tr>
<tr>
<td>Carbon Buffer</td>
<td>C</td>
<td>118</td>
<td>1.0</td>
</tr>
<tr>
<td>PyC Layer</td>
<td>C</td>
<td>440</td>
<td>1.87</td>
</tr>
<tr>
<td>Matrix</td>
<td>C</td>
<td>-</td>
<td>1.72</td>
</tr>
</tbody>
</table>

Control Rods

The control rods are made of B₄C particles interspersed in an annular graphite compact and clad with Incoloy-800.

The composition of Incoloy-800 was taken from PNNL's Compendium of Material Compositions report. [28]

The kernel size, B-10 enrichment, and packing fraction of the B₄C particles can be varied to produce a control rod of the desired reactivity worth. In this work, the dimensions of the B₄C particles are identical to those used in the burnable poison pins.

The control rods span the entire length of the reactor when fully inserted. The control rod design parameters are summarized in Table 6.

A cross section of the control rod is shown in Fig. 5.
Table 6. Control Rod Parameters

<table>
<thead>
<tr>
<th>Control Rod Parameters</th>
<th>Reference Design Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cladding inner diameter</td>
<td>2.513 [cm]</td>
</tr>
<tr>
<td>B4C compact inner diameter</td>
<td>2.64 [cm]</td>
</tr>
<tr>
<td>B4C compact outer diameter</td>
<td>4.13 [cm]</td>
</tr>
<tr>
<td>Cladding outer diameter</td>
<td>4.257 [cm]</td>
</tr>
<tr>
<td>Cladding material</td>
<td>Incoloy-800</td>
</tr>
<tr>
<td>Density</td>
<td>7.94 [g/cm$^3$]</td>
</tr>
<tr>
<td>Compact packing fraction</td>
<td>40 [vol. %]</td>
</tr>
<tr>
<td>B-10 enrichment</td>
<td>90 [wt. %]</td>
</tr>
</tbody>
</table>

Core Arrangement

Fuel and reflector blocks are stacked in a hexagonal lattice to form the reactor core. The blocks are stacked 14 levels high. The bottom two levels form the lower reflector, levels 3-12 contain the active core, and levels 13-14 form the upper reflector. All blocks in the top level, level 14, are only 39.65 centimeters high.

Figure 6 shows a simplified cross section of an axial level that contains the active core. Fuel rods, coolant channels, and burnable poison pins are not pictured. Instead, the fuel blocks are shaded with a solid color. Handling holes, control rod channels, and reserve shutdown channels can be seen.

The control rod channels are located in the outer reflector and the inner-most ring of the active core. The remaining penetrations are reserve shutdown channels.

While the core exhibits 1/6th periodic symmetry, the full core was modeled within MCNP to make simulating non-symmetric neutron flux distributions possible. While not explored in this work, non-symmetric distributions could arise from skewed control rod insertions. The full core model was used to generate reference neutron flux maps.
Fig. 6. VHTR core.
Burnup Model

In order to simplify burnup analysis, the core was loaded with fresh fuel only, control rods were left fully withdrawn, and the burnable poison pins were replaced with graphite. Fuel block shuffling was not considered.

A 1/6th symmetric model was utilized for the burnup calculation to improve power iteration's convergence to the fundamental mode. Periodic symmetry is the true symmetry present in the problem, but MCNP5 did not supply a straightforward way to generate periodic symmetry in this geometry.

Mirror symmetry was used instead as an engineering approximation to reality. Figure 7 shows the one-sixth core model. Reflecting surfaces are shown in red.

![Fig. 7. One-sixth of the VHTR core model.](image)

8.2.3. Performance Analysis

Burnup Results

Figure 8 shows $k_{\text{eff}}$ (effective multiplication factor) as a function of time. The omission of burnable poisons led to significant excess reactivity. The initial drop in reactivity was due to fission products such as Xe-135 reaching their equilibrium concentrations. After the initial drop, $k_{\text{eff}}$ decreased linearly and the core went subcritical between 489 and 508 days.
The neutron flux peaking factor as a function of time is shown in Fig. 9. The peaking factor starts out at 1.44 and decreases as the core is depleted.

This work was particularly concerned with the location in the core where neutron flux was at a maximum. The location of the hot spot was a complex function of time. Figure 10 shows how the neutron flux hot spot moved up and down the core as a function of time.

This complex behavior shows the need for a robust sensor network capable of providing sufficient information to reconstruct the in-core flux distribution.
After the burnup runs were completed, neutron flux mesh tallies were taken to create the detailed neutron flux distributions at each time step. These tallies spanned the entire core with a 200 by 200 by 24 mesh and were used as reference flux distributions for the flux reconstruction algorithms. The mesh had a fine x and y discretization to capture the complex flux distribution arising from the fuel pin lattice. The z discretization was relaxed in order to reduce the runtime necessary to converge the flux tallies in each mesh cell. The dimensions of a single mesh cell are given in Table 7.

Table 7. Dimensions of a Single Mesh Cell

<table>
<thead>
<tr>
<th>3D Cell</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δx</td>
<td>3 [cm]</td>
</tr>
<tr>
<td>Δy</td>
<td>3 [cm]</td>
</tr>
<tr>
<td>Δz</td>
<td>46.23 [cm]</td>
</tr>
</tbody>
</table>

Figure 11 shows the thermal flux distribution in the reactor at several different times during operation. The slice in the xy plane contains the neutron hotspot.

Fig. 11. Snapshots of the thermal neutron flux (incident neutron energies of E<1E-6 MeV) taken at several time points during operation.
In order to illustrate the fidelity missing from the coarse $z$ discretization, several mesh tallies with a 256 by 256 by 128 mesh were run. Figures 12 and 13 show these tallies at the beginning-of-life and end-of-life, respectively. The finer $z$ discretization allows the thermal flux peaks between fuel blocks to be resolved. No other new characteristics are observed.

Fig. 12. Thermal neutron flux (incident neutron energies of $E<1E^{-6}$ MeV) distribution for the VHTR core taken at BOL.

Fig. 13. Thermal neutron flux (incident neutron energies of $E<1E^{-6}$ MeV) distribution for the VHTR core taken at EOL.
Effects of control rods and burnable poisons

As stated previously, the goal of the MCNP calculations was to generate data representative of the thermal flux distribution in an operating VHTR. While the intent was for the results to be as realistic as possible, a large approximation was made by not considering in-core control material.

The decision to use an uncontrolled core was based on the difficulty of calculating appropriate burnable poison loading. Finding a configuration of burnable poisons and control rods that keeps the core critical for the duration of its lifetime is a complicated problem that must be solved with an optimization algorithm. The long runtime of a single depletion simulation makes optimization algorithms which rely on repetitive simulations unfeasible. Additionally, the 3D nature of the fuel and burnable poison loading in the VHTR makes these types of calculations more difficult than their counterparts for LWRs.

In a \( k \)-eigenvalue problem, the reactor is brought to a steady-state configuration by changing the number of neutrons released during fission. As long as \( k_{\text{eff}} \) is close to unity, this has little effect on the reactor; however, as \( k_{\text{eff}} \) moves away from unity the neutron spectrum will change.\cite{6} In the present simulation, this effect was largest at BOL when \( k_{\text{eff}} \) was the highest.

In order to investigate the overall effects on the system, a BOL core with control rods inserted and a uniform burnable poison loading was run and flux tallies were taken. This controlled core had a \( k_{\text{eff}} \) of 1.00338. The purpose of this core loading was to provide the insight as to how much control rods and burnable poisons would affect the in-core neutron flux distribution and neutron spectrum. The thermal flux maps for this core configuration are shown in Fig. 14.

![Fig. 14. Thermal neutron flux (incident neutron energies of E<1E-6 MeV) in the controlled reference VHTR core taken at BOL.](image)

The control rods and burnable poison pins cause local depressions in the thermal flux. Figure 15 compares the neutron spectrum of the controlled and uncontrolled cores. The thermal flux peak in the uncontrolled system is considerably higher than in the controlled system.
8.3. Flux Reconstruction Theory

8.3.1. Overview

Since detectors cannot survive in the hottest locations of the core, existing flux reconstruction techniques for HTRs rely on out-of-core detectors for continuous on-line monitoring. Flux reconstruction from ex-core data is the most challenging as these detectors are usually placed outside the reactor pressure vessel.

Only fast neutrons born in periphery fuel assemblies are able to penetrate the vessel, downcomers, and any shielding material and reach the detectors. [11]

In order to address the lack of information on the interior of the core, previous researchers employed harmonic expansion techniques. The fundamental mode and several higher order harmonics are calculated for a few reference core configurations.

The ex-core sensor readings are then used to determine the expansion coefficients for the harmonics. This technique was proposed in literature for both LWRs and HTRs. [37, 24]

There are multiple algorithms developed for LWR flux reconstruction from in-core sensors. Combustion Engineering developed a flux reconstruction method called CECOR to accompany SPNDs in their reactors. Only about a quarter of the assemblies in a core were instrumented. Fine-mesh multigroup diffusion calculations were used to calculate coupling coefficients which related the power in instrumented assemblies to the power in adjacent, uninstrumented assemblies. [34,32]
Over the years, researchers have proposed other algorithms which take different approaches to mathematically resolve the differences between detector readings and flux values predicted by neutron diffusion codes. [20,38,22,36]

While more information about the flux distribution can be extracted from in-core sensors, they are not without their downsides. In-core sensors must be able to survive in the harsh environment core. Adverse conditions may include high temperature, high pressure, high gamma fluence, high neutron fluence, and material compatibility concerns with other in-core materials.

This work focusses on in-core flux reconstruction algorithms in order to synergize with advanced sensors capable of withstanding in-core environments. [19] Furthermore, the focus was on methods that did not require the construction and solution of a diffusion model of the reactor core.

### 8.3.2. Interpolation-based Methods

The conceptually simplest flux reconstruction methods are those based on pure interpolation. An algorithm that could linearly interpolate on an unstructured grid was used in order to accommodate any possible sensor configuration. Using this method, a tetrahedral mesh is constructed whose vertices correspond to locations where the neutron flux is measured by a sensor. Mathematical methods were then used to linearly interpolate the neutron flux across the reactor core.

### 2D Barycentric coordinates

**Definition.** Barycentric coordinates are commonly used with triangles and tetrahedra in computational geometry. They are also known as area coordinates.

Barycentric coordinates relate a point's Cartesian coordinates to the Cartesian coordinates of the enclosing triangle's vertices:

\[
\tilde{r}_p = \lambda_1 \tilde{r}_1 + \lambda_2 \tilde{r}_2 + \lambda_3 \tilde{r}_3 ,
\]

where \( \tilde{r}_1, \tilde{r}_2, \tilde{r}_3 \) are the Cartesian coordinates of the three vertices, and \( \lambda_1, \lambda_2, \lambda_3 \) are the barycentric coordinates of the point located at \( \tilde{r}_p \).

Geometrically, barycentric coordinates can be calculated from the areas:

\[
\lambda_1 = \frac{\text{area}(p23)}{\text{area}(123)} ,
\]

\[
\lambda_2 = \frac{\text{area}(p31)}{\text{area}(123)} ,
\]

\[
\lambda_3 = \frac{\text{area}(p12)}{\text{area}(123)} ,
\]

as shown in Fig. 1.
Fig. 1. Barycentric coordinates in 2D.

From this definition, it is clear that barycentric coordinates are a partition of unity. Therefore \( \lambda_3 \) can be expressed in terms of \( \lambda_1 \) and \( \lambda_2 \):

\[
\lambda_1 + \lambda_2 + \lambda_3 = 1, \\
\lambda_3 = 1 - \lambda_1 - \lambda_2.
\]

Barycentric coordinates yield useful information even when the point lies outside the "enclosing" triangle. When \( p \) lies inside this triangle, all areas are positive; however, when \( p \) lies outside this triangle at least one coordinate will be negative. Using the notation given in Fig. 2, \( \lambda_1 \) will be negative when \( p \) lies outside side 1, \( \lambda_2 \) will be negative when \( p \) lies outside side 2, and so on.

Fig. 2. Triangle side numbering convention.

These relationships hold for tetrahedra as well. As will be shown later, this behavior can be exploited to help determine what mesh simplex a point lies inside.

Converting between barycentric and Cartesian coordinates

In order to derive the relationship between barycentric and Cartesian coordinates, let’s expand

\[
\vec{r}_p = \lambda_1 \vec{r}_1 + \lambda_2 \vec{r}_2 + \lambda_3 \vec{r}_3,
\]

into two separate equations for \( x \) and \( y \):
\[ x = \lambda_1 x_1 + \lambda_2 x_2 + \lambda_3 x_3, \]
\[ y = \lambda_1 y_1 + \lambda_2 y_2 + \lambda_3 y_3. \]

Eliminating \( \lambda_3 \) using \( \lambda_3 = 1 - \lambda_1 - \lambda_2 \) yields:
\[ x = \lambda_1 x_1 + \lambda_2 x_2 + (1 - \lambda_1 - \lambda_2) x_3, \]
\[ y = \lambda_1 y_1 + \lambda_2 y_2 + (1 - \lambda_1 - \lambda_2) y_3. \]

Rearranging:
\[ \lambda_1 (x_1 - x_3) + \lambda_2 (x_2 - x_3) = x - x_3, \]
\[ \lambda_1 (y_1 - y_3) + \lambda_2 (y_2 - y_3) = y - y_3. \]

These equations can be expressed in a matrix form:
\[ \hat{T} \hat{\lambda}^* = \vec{r}_p - \vec{r}_3, \]
where:
\[ \hat{T} = \begin{bmatrix} x_1 - x_3 & x_2 - x_3 \\ y_1 - y_3 & y_2 - y_3 \end{bmatrix}, \]
\[ \hat{\lambda}^* = \begin{bmatrix} \lambda_1 \\ \lambda_2 \end{bmatrix}, \text{ and} \]
\[ \vec{r}_p = \begin{bmatrix} x \\ y \end{bmatrix}. \]

This relationship shows that in order to calculate the barycentric coordinates of a point, a 2x2 system must be solved.

Once \( \hat{\lambda}^* \) is found, \( \lambda_3 \) can be found as
\[ \lambda_3 = 1 - \lambda_1 - \lambda_2 \]

and the full \( \hat{\lambda} \) vector can be assembled. Barycentric coordinates linearly interpolate between the vertices of the triangle, so using them for linear interpolation is straightforward:
\[ f(\vec{r}_p) = \lambda_1 f(\vec{r}_1) + \lambda_2 f(\vec{r}_2) + \lambda_3 f(\vec{r}_3). \]
3D Barycentric coordinates

Barycentric coordinates also work for tetrahedral:

$$\tilde{r}_p = \lambda_1 \tilde{r}_1 + \lambda_2 \tilde{r}_2 + \lambda_3 \tilde{r}_3 + \lambda_4 \tilde{r}_4.$$  

Once again, the $\lambda$'s form a partition of unity and $\lambda_4$ can be expressed in terms of the others:

$$\lambda_4 = 1 - \lambda_1 - \lambda_2 - \lambda_3.$$  

The relationship between barycentric and Cartesian coordinates can be derived by following the same procedure as in the 2D case:

$$\tilde{T} \tilde{\lambda}^* = \tilde{r}_p - \tilde{r}_4,$$

where:

$$\tilde{T} = \begin{bmatrix} x_1 - x_4 & x_2 - x_4 & x_3 - x_4 \\ y_1 - y_4 & y_2 - y_4 & y_3 - y_4 \\ z_1 - z_4 & z_2 - z_4 & z_3 - z_4 \end{bmatrix},$$

$$\tilde{\lambda}^* = \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \lambda_3 \end{bmatrix},$$

and

$$\tilde{r}_p = \begin{bmatrix} x \\ y \\ z \end{bmatrix}.$$  

Interpolating on a Mesh

The goal of this work is to reconstruct the in-core flux distribution given flux measurements at discrete points. This is done through interpolation on a mesh. A mesh is constructed via Delaunay triangulation using the locations of the flux measurements as vertices. Recalling $f(\tilde{r}_p) = \lambda_1 f(\tilde{r}_1) + \lambda_2 f(\tilde{r}_2) + \lambda_3 f(\tilde{r}_3)$, the value of a function on a point inside of a simplex can be expressed as a weighted sum of the function values at the simplex's vertices. The appropriate weights are the point's barycentric coordinates. This weighted-sum operation is compactly expressed by the dot product:

$$f(\tilde{r}_p) = \tilde{\lambda}^e \cdot \tilde{F}^e,$$

where $\tilde{\lambda}^e$ are the point's barycentric coordinates relative to the enclosing simplex and $\tilde{F}^e$ are the function values at the enclosing simplex's vertices. This can be expanded to illustrate the connection between $\tilde{r}_p$ and $\tilde{\lambda}^e$:

$$f(\tilde{r}_p) = \tilde{B}_p \cdot \tilde{F}^e,$$
where \( \hat{B} \) is an operator mapping \( \vec{r}_p \) to \( \vec{\lambda}^e \). In 3D, this is accomplished by solving for \( \lambda^* \) using 
\[
\hat{T} \lambda^* = \vec{r}_p - \vec{r}_4
\]
and then finding \( \lambda_4 \) using \( \lambda_4 = 1 - \lambda_1 - \lambda_2 - \lambda_3 \).

Let \( \hat{M} \) be a matrix containing the Cartesian coordinates of each vertex and \( \hat{C} \) be a matrix containing the vertices of each simplex. Together, these two matrices define the mesh.

Additionally, let \( \vec{F} \) be a vector containing the values of the flux at each vertex and \( P \) be a matrix whose rows contain the Cartesian coordinates of every point where the flux is to be interpolated.

Given this notation, the steps to interpolate the flux are as follows:

1. Choose a point \( p \) with Cartesian coordinates \( \vec{r}_p \). This corresponds to a row of the \( P \) matrix,
2. Find which simplex \( p \) lies inside,
3. Use \( f(\vec{r}_p) = \hat{B} \hat{r}_p \cdot \vec{F}^e \) to find the value of the flux at \( p \).

The point in the simplex algorithm

A mesh-walking algorithm was used to locate which simplex a point lies inside. A mesh-walking algorithm was chosen because it is straightforward to implement and because the algorithm starts with an initial guess. Intelligent initial guesses reduce the work the algorithm needs in order to find the enclosing simplex.

Mesh-walking algorithms require information describing how the simplexes of the mesh are connected. Let \( \hat{N} \) be the matrix with this information. Row \( i \) of \( \hat{N} \) contains the information which simplexes are adjacent to simplex \( i \). The steps for the point in simplex algorithm are as follows:

1. Construct \( \hat{N} \) from \( \hat{C} \). This involves searching \( \hat{C} \) to find which simplexes share vertices. This is an expensive operation, but it only has to be performed once per mesh.
2. Choose an initial guess for the enclosing simplex.
3. Calculate the point's barycentric coordinates with respect to current enclosing simplex guess. If all coordinates are positive, the point lies inside that simplex and the algorithm terminates.
4. If one or more of the barycentric coordinates are negative, the point lies outside the current simplex. If \( \lambda_c \) is negative, the current simplex guess is set to neighbor \( x \). If multiple coordinates are negative, any of the negative coordinates can be used to determine the step direction.
5. Repeat steps 3 and 4 until the enclosing simplex is found.
8.3.3. POD-Based Methods

Overview

The proper orthogonal decomposition is a data analysis tool that can be used to create low-dimensional representations of high-dimensional data. POD has been used in a variety of fields including image compression, signal processing, turbulence analysis, and design optimization.

In this work the focus of the application is on its use with time-series data. Given an ensemble of time-series data, POD can be used to create spatial modes, sometimes called empirical eigenfunctions, which can be used to reconstruct the data.

More specifically, POD represents the data as weighted sum of the spatial modes:
\[
\phi(x,t) = \sum_{k=1}^{M} a_k(t) \psi_k(x),
\]

where \( \phi(x,t) \) is the scalar flux, \( a_k(t) \) is the modal coefficient for the \( k \) th mode, and \( \psi_k(x) \) is the \( k \) th spatial mode.

For a given dataset, there are many decompositions that fit the form given by this weighted sum for \( \phi(x,t) \); however, the POD modes are found by singular value decomposition.

Singular Value Decomposition (SVD)

Consider a data set with \( m \) spatial locations whose values are known at \( N \) different times. This data set is stored in the \( N \times m \) matrix \( \tilde{\mathbf{A}} \).

The singular value decomposition (SVD) of \( \tilde{\mathbf{A}} \) is given by:
\[
\tilde{\mathbf{A}} = \tilde{\mathbf{U}} \Sigma \tilde{\mathbf{V}}^T,
\]

where \( \tilde{\mathbf{U}} \) is the \( N \times N \) orthogonal matrix, \( \Sigma \) is the \( N \times m \) matrix whose only non-zero elements lie on its diagonal, and \( \tilde{\mathbf{V}} \) is the \( m \times m \) orthogonal matrix. The nonzero elements of \( \Sigma \) are called the singular values of \( \tilde{\mathbf{A}} \). The SVD of \( \tilde{\mathbf{A}} \) is unique, that is to say there is only one decomposition for \( \tilde{\mathbf{A}} \) that fits the form given by \( \tilde{\mathbf{A}} = \tilde{\mathbf{U}} \Sigma \tilde{\mathbf{V}}^T \).

The singular values are always positive and arranged in order of decreasing magnitude, with the largest singular value found in the first row of \( \Sigma \). The POD modes are the columns of \( \tilde{\mathbf{V}} \). The SVD is connected to low-rank least-squares approximations of \( \tilde{\mathbf{A}} \).

In particular, a low rank reconstruction of \( \tilde{\mathbf{A}} \) can be constructed using the following formula:
\[
\tilde{\mathbf{A}}_k = \tilde{\mathbf{U}}_k \hat{\Sigma}_k \tilde{\mathbf{V}}_k^T,
\]
where $\hat{A}_k$ is the $k$th rank reconstruction of $\hat{A}$, $\hat{U}_k$ is a matrix containing the first $k$ columns of $\hat{U}$, $\hat{\Sigma}_k$ is the leading principal $k$ by $k$ minor of $\hat{\Sigma}$, and $\hat{V}_k$ is a matrix containing the first $k$ columns of $\hat{V}$.

The power of the SVD comes from the guaranteed optimality of this low-rank reconstruction. For all $k$, $\hat{A}_k$ will be the best $k$-rank reconstruction that can be achieved in the Froebenius norm and the 2-norm.

From this it is concluded that the columns of $\hat{V}$, the POD modes, are an efficient basis to use for data reconstruction; however, there are no mathematical guarantees about its ability to reconstruct data not present in $\hat{A}$.

**Gappy Reconstruction**

Recall that the matrix $\hat{A}$ includes the all data sets at all times. In practice, a sensor array will only measure a small subset of the data at all times. The goal of the reconstruction algorithm is to take this small subset of information and reconstruct the full neutron flux field.

Previous researchers have called this gappy reconstruction, because the sensor array creates a field of information with gaps where there is no data. In the following paragraphs, the gappy reconstruction procedure is described. This procedure was originally developed by Everson and Sirovich. Later, Willcox applied the method to a variety of engineering problems. [16,8,39]

Let $\hat{\Phi}$ be an $m \times 1$ matrix that contains the scalar flux at all locations at a given moment in time. Let $\hat{N}$ be a matrix that is of the same size as $\hat{\Phi}$ and contains 1 at sensor locations and 0 elsewhere. Let $(\hat{a},\hat{b})$ mean pointwise multiplication between two matrices. Pointwise multiplication of $\hat{N}$ with $\hat{\Phi}$ creates a new matrix with flux values at sensor locations and zeros everywhere else.

Finally, define the gappy inner product,

$$(\hat{a},\hat{b})_N = \left[ (\hat{N},\hat{a})(\hat{N},\hat{b}) \right],$$

and the gappy norm:

$$\|\hat{s}\|_N^2 = (\hat{a},\hat{a})_N.$$

Given a set of gappy data, $\hat{\Gamma} = (\hat{N},\hat{\Phi})$, the goal is to find the reconstructed field, $\hat{\Gamma}^\ast$, from the POD basis,

$$g \approx \sum_{k=1}^{N} a_k \psi_k.$$
Clearly, $\hat{\Gamma}$ should reproduce the non-zero entries in $\tilde{\Gamma}$ as close as possible. This is accomplished by minimizing the following gappy norm:

$$\|\hat{\Gamma} - \tilde{\Gamma}\|_N^2.$$  

In order to find $a_k$, $\|\hat{\Gamma} - \tilde{\Gamma}\|_N$ is differentiated with respect to each $a_k$. This results in the following system of equations:

$$\hat{a} = \tilde{f},$$

where $M_{i,j} = (\psi^i, \tilde{\psi}^j)_N$ and $\tilde{f} = (\tilde{\Gamma}, \tilde{\psi}^j)_N$. The relationship $\hat{M}a = \tilde{f}$ is solved for $\hat{a}$, and $\hat{\Gamma}$ is formed it. Lastly, the missing entries in the gappy data set $\hat{\Gamma}$ are filled in using the corresponding entries in $\tilde{\Gamma}$. This concludes the gappy reconstruction process.

### 8.4. Flux Reconstruction Implementation and Performance

#### 8.4.1. Introduction

As shown previously, the core hotspot migrates significantly during operation. It is necessary to have a flux reconstruction algorithm that can accurately characterize the core at all points during reactor lifetime. The Monte Carlo depletion run provided flux distributions at twenty-nine different times during the reactor's lifetime. A flux reconstruction algorithm must be able to accurately reconstruct the neutron flux at all twenty-nine times. The steps used to simulate the reconstruction process are given below as follows:

1. Retrieve data for time step $i$, store in the $m \times n \times o$ matrix, $\tilde{\Phi}_i$.
2. Mask $\tilde{\Phi}_i$ to show non-zero values only at sensor locations.
3. Generate $\tilde{\Phi}_i$, the reconstructed neutron flux. $\tilde{\Phi}_i$ is the same size as the original unmasked version of $\hat{\Phi}_i$.
4. Compare $\tilde{\Phi}_i$ to the original unmasked version of $\hat{\Phi}_i$.
5. Repeat steps 1-4 for all twenty-nine time steps.

Before presenting the results, the figures of merit (FOMs) used to gauge the performance of the reconstruction algorithm need to be developed. Many of the error metrics are focused on accurate reconstruction of the neutron flux hotspot; however, a few more general metrics are included for completeness—norm of an error in the hot spot location, reconstruction residual, relative error, percent error in the flux, error in the hot spot location coordinates.
The first error metric considered is the norm of the error in the hot spot location:

\[
\text{norm of an error in the hot spot location} = \| \hat{H}_{\text{reconstructed}} - \hat{H}_{\text{actual}} \|_2,
\]

where \( \hat{H} \) is a matrix that contains the Cartesian coordinates of the hot spot from either the reconstructed data or the reference data. This is equivalent to the distance between the true hot spot and the predicted hot spot. The hot spot is defined as the point in the reactor with the largest value of thermal flux.

The second error metric considered was the norm of the reconstruction residual. The reconstruction residual is defined as:

\[
\text{reconstruction residual} = \left| \hat{\mathbf{A}}_{\text{reconstructed}} - \hat{\mathbf{A}}_{\text{reference}} \right|,
\]

where \( \hat{\mathbf{A}} \) is a three dimensional array containing the flux at each point.

The next two error metrics are the average and median of the relative error between the reconstruction and reference flux distribution:

\[
\text{relative error} = \frac{\left| \hat{\mathbf{A}}_{\text{reconstructed}} - \hat{\mathbf{A}}_{\text{reference}} \right|}{\hat{\mathbf{A}}_{\text{reference}}}.
\]

The final error metrics considered are

- the percent error in the true hot spot magnitude:

\[
\% \text{ error in } \phi(x_{\text{hot}}) = \frac{\phi_{\text{reconstructed}}(x_{\text{hot}}) - \phi_{\text{reference}}(x_{\text{hot}})}{\phi_{\text{reference}}(x_{\text{hot}})} \times 100\%,
\]

where \( x_{\text{hot}} \) is the location of the hot spot in the reference calculation.

- the error in the \( z \) coordinate of the predicted hot spot:

\[
\text{error in the hot spot } z \text{ coordinate} = z_{\text{true}} - z_{\text{predicted}},
\]

where \( z_{\text{true}} \) and \( z_{\text{predicted}} \) are the \( z \) coordinates of the true and predicted hot spot, respectively. This error metric is useful as it indicates whether or not the axial level of the hot spot is predicted correctly.

Because time-series data is being analyzed, it was often useful to average the FOMs over time in order to create compact data that was easier to visualize. For FOMs that could be either positive or negative, the absolute value was taken before the average to ensure error cancellation did not make a FOM look more attractive than it actually was. Finally, any of these FOMs can be evaluated over the whole core or only the active core region.
8.4.2. Interpolation

Single block sensor arrangements

The single-block sensor arrangement used to test the interpolation-based reconstruction algorithm is shown in Fig. 1. This sensor arrangement was placed in the first ring of the outer reflector, all blocks of the active core, and all blocks of the inner reflector.

Fig. 1. Sensor layout used in each block.

In order to accommodate the fiber at the center of each block, a narrow hole would need to be drilled through the bottom half of each fuel block. This hole would only need to be wide enough to fit a fiber optic cable and is not expected to affect the structural integrity of the fuel block or significantly influence the bypass flow paths of the helium coolant; however, the hole would have to be sized properly to account for any graphite swelling. Placement of the other six sensors would only be possible by displacing fuel rods. Placing sensors in coolant channels is not recommended. Clear coolant channels are critical to safe reactor operation and putting any instruments in them would have safety ramifications especially if, for example, the sensors broke off and became lodged in the core.

The six different sensor arrangements considered are given in Table 1. Arrangement A contains only one fiber sensor at the center of the block. Arrangements B through F contain seven sensors in each block as shown in Fig. 1.

Table 1. Block Sensor Lattice Pitches

<table>
<thead>
<tr>
<th>Arrangement</th>
<th>Pitch [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.0</td>
</tr>
<tr>
<td>B</td>
<td>3.255563</td>
</tr>
<tr>
<td>C</td>
<td>6.511125</td>
</tr>
<tr>
<td>D</td>
<td>8.138907</td>
</tr>
<tr>
<td>E</td>
<td>11.39447</td>
</tr>
<tr>
<td>F</td>
<td>13.02225</td>
</tr>
</tbody>
</table>

The pitch of the array, which is shown with a solid red line in Fig. 1, is different for each sensor arrangement. In total, arrangement A consists of 211 sensors, while all of the other arrangements
used 1477 sensors. The significant difference in sensor count, coupled with the need to remove fuel pins to accommodate the other arrangements, gives arrangement A significant advantage over the others. Figure 2 shows the FOMs relevant to hot spot reconstruction as a function of sensor lattice pitch values in the identified single-block sensor arrangements (see Table 1).

![Graphs showing FOMs for hot spot reconstruction](image)

**Fig. 2.** Hotspot error metrics for interpolation reconstruction algorithm.
Arrangement E predicts the location and magnitude of the core-wide hot spot the best, but performs poorly in these same error metrics when only the active core hot spot is considered.

There is no a clear winner for the active core hot spot FOMs; however, arrangement A performs reasonably well in all and, as mentioned before, consists of significantly fewer sensors.

**Effects of noise and sensor failure in interpolation algorithm**

The accuracy and effectiveness of the reconstruction algorithm was tested when Gaussian noise was present in the sensor data. Scaled Gaussian noise was added to the sensor data using the following equation:

\[
\hat{\Phi}_i = \Phi_i + s \times \hat{G},
\]

where \(s\) is the maximum value found in the full unmasked \(\hat{\Phi}_i\) matrix and \(\hat{G}\) is the matrix of zero mean Gaussian random numbers.

The standard deviation of the random numbers in \(\hat{G}\) was varied during the analysis.

Figure 3 shows that the overall quality of the reconstruction, as measured by the average point-wise relative error, decreases linearly as the noise level increases.

**Fig. 3. Relative reconstruction error of the interpolation-based algorithm in the presence of noise.**

Figure 4 shows the noise effects on the hot spot reconstruction. The ability of the reconstruction algorithm to accurately predict the location of the hot spot decreases rapidly as noise is added to the system. The FOM least affected by noise is the magnitude of the core-wide true hotspot. The core-wide hotspot lies in the inner reflector during all time steps.
Fig. 4. Hotspot related FOMs for the interpolation-based reconstruction algorithm in the presence of noise.
8.4.3. POD

Effects of POD basis on reconstruction

In order to test the POD-based reconstruction algorithm, the flux data from the twenty-nine time steps, also referred to as snapshots, were assembled into a matrix. The SVD was taken to find the orthogonal set of modes to use for the flux reconstruction.

![Singular values of the neutron flux data snapshots (29 time steps).](image)

Figure 5 shows the singular values of the data. The change in the slope near the fifth singular value suggests that there may be a noise floor in the data. [9]

![POD modes 1 through 4.](image)

Fig. 6. POD modes 1 through 4.
Indeed, since a Monte Carlo method was used to generate the data, statistical noise was expected to be present. Figure 6 shows the first four modes. These modes correspond to the four largest singular values, and contain most of the information in the dataset.

Figure 7 shows modes 5 through 8. Their lack of any recognizable structure is in agreement with the hypothesis that there is a noise floor in the data.

Fig. 7. POD modes 5 through 8.

In order to get a baseline for the performance of the POD method, the sensor arrangement A (see Table 1) was run for all time steps and the number of modes used in the reconstruction was varied from 3 to 29.
Figure 8 shows that the average relative error stays below 0.015 for all time steps when four or more modes are used in the reconstruction process. This is a significant improvement over the interpolation based method.

![Figure 8: Average relative reconstruction error for the POD algorithm.](image)

**Fig. 8. Average relative reconstruction error for the POD algorithm.**

Figure 9 shows several error metrics related to the hot spot prediction. Both the global hot spot and active core region hot spot are considered.

While the error in the true hot spot magnitude is kept small, predicting the location is difficult and is only achieved reliably when a large number of modes are used in the reconstruction.

With that in mind, the figure shows that the error in the $z$ coordinate of the predicted hot spot location is often small, meaning that the reconstruction algorithm can at least predict the axial level of the hotspot.

Nonetheless, a few unexpected spikes in the $z$ coordinate error can be seen even when the 3 mode reconstruction results are ignored.

As mentioned in the theory section, there are mathematical guarantees to the optimality of POD at reproducing the data that the modes were generated from. In reality, the flux distribution in the core at a given time will not exactly match any of the simulation-generated snapshots.

In order to simulate this, only the odd-numbered snapshots were used to generate the POD basis. The resulting basis was then used to reconstruct data for all times.

Figure 10 shows the relative reconstruction error when only the odd-numbered snapshots were used to generate the POD basis.

The average relative reconstruction errors are smallest for the time steps used to generate the basis; however, the reconstruction errors on the remaining time steps were still at an acceptable value.
Fig. 9. POD reconstruction for sensor arrangement A using all snapshots.
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Fig. 10. Average relative reconstruction error for the POD algorithm when only odd-numbered snapshots are used to generate the basis.

Figure 4.11 shows the figures of merit related to the hot spot reconstruction. The core-wide hot spot and active core hot spot magnitude are both reproduced well.

Additionally, the $z$ coordinate of the core-wide hot spot is reconstructed with minimal error provided at least 4 modes are used in the reconstruction process.

The $z$ coordinate of the active core hot spot is only reproduced accurately when a large number of POD modes is utilized.

Effects of sensor locations

With the success of the zero-pitch arrangement A (see Table 1), several other sensor arrangements were considered with the POD method. The new sensor arrangements contained too few sensors to be effective in the interpolation-based reconstruction algorithm.

Figure 12 shows the new sensor arrangements. Arrangement 1 is identical to arrangement A.

Figure 13 shows the average relative reconstruction error for each sensor arrangement at each time step.

All cases were run using all modes (15) from the POD basis generated from the odd-numbered snapshots.

Except for a few troublesome time steps, all sensor arrangements perform similarly. In order to facilitate comparison of the different sensor arrangements, the time averaged error metrics are shown in Fig. 14.

It is interesting to note that, while arrangement 1 contains the most sensors, it does not always perform the best.
Fig. 11. Hotspot error metrics for the POD method when only odd-numbered snapshots are used to generate the basis.
Fig. 12. Six different sensor arrangements used with the POD method, instrumented blocks are marked with an ‘X’.
Fig. 13. Average relative reconstruction error for each of the six sensor arrangements using POD-based algorithm.

Fig. 14. Hotspot related FOMs for different sensor configurations using the POD method.
Effects of noise and sensor failure

Noise was introduced into the sensor readings in the same manner as before. The effect of noise on the POD-based reconstruction schemes has been studied by previous researchers who found that in such circumstances low-rank reconstructions out-performed their high rank counterparts.

In order to test this, the reconstruction algorithm was run using 4, 10, and 15 modes. All cases used sensor arrangement 5 (see Fig. 12).

Figure 15 shows that as the noise level in the sensor readings increases, the 4 mode reconstruction does indeed outperform the 10 and 15 mode reconstructions in the reconstruction relative error FOM.

![Fig. 15. Average relative reconstruction error as a function of signal noise for the POD-based reconstruction.](image)

Figure 16 shows that the 4-mode reconstruction is no longer superior when the hot spot related FOMs are considered. Instead, all methods perform similarly.

Overall, the POD-based method performs well, and it is conclusively better than the interpolation-based method, in the reconstruction relative error and percent error in true hotspot magnitude FOMs.

Figure 17 shows a more detailed view of the POD algorithm’s performance in predicting the $z$ coordinate of the hotspot. Except for a few spikes, the error is modest for the lower levels of noise, but degrades to unacceptable levels as the noise amount increases.

Sensor failures were modeled by deterministically failing the closest sensors to the core-wide hot spot. The reconstruction algorithm was run testing the effects of failing up to 5 sensors for each of the 6 sensor arrangements (see Fig. 12).
All cases used all modes from the POD basis generated from the odd-numbered snapshots.

Figure 18 shows the hot spot FOMs for all cases. Sensor failure has the largest effect on arrangements 4 and 5; however, these two arrangements had the fewest sensors to begin with.

Fig. 16. Hotspot FOMs for the POD reconstruction in the presence of noise.
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Fig. 17. Error in $z$-coordinate of the POD algorithm's predicted hotspot location when signal is noisy.

Fig. 18. Hotspot related FOMs for the POD algorithm when sensors fail.
8.5. Conclusions

The MCNP model was used to generate full core flux distributions that were representative of HTRs. The burnup results showed how the neutron hot spot migrates around the reactor during operation, illustrating the need for a sensor system capable of tracking this phenomenon during operation.

Predicting the exact location of the core-wide and active core hotspots was a difficult task. Due to the 1/6th symmetry of the core about the $z$ axis, there should have been six spots, all of which lay in the same $xy$ plane that had same maximum flux value. In reality, physical processes would introduce random fluctuations that remove the perfect symmetry in the flux distribution.

In this work, the stochastic nature of the transport solution introduced a small noise floor into the data. After noise was added to the data, these 6 hotspots were very close in magnitude and it was difficult for a reconstruction algorithm to single out which location had the largest neutron flux. Recognizing this, the focus was primarily on predicting the $z$ coordinate of the hot spot and the magnitude of the true hot spot.

Two flux reconstruction algorithms were developed and tested:

- Linear interpolation, and
- Proper orthogonal decomposition (POD).

Neither algorithm relied on a neutron diffusion or transport model of the core.

The interpolation-based algorithm is conceptually straightforward and performs well provided enough sensors are placed in the core. It is doubtful that it would be economically feasible to remove fuel pins from the core just to insert more sensors. Thus, only the zero-pitch arrangement is potentially viable. In this configuration, 211 sensors were assumed. As illustrated in Fig. 1, this sensor configuration predicts the magnitude of the core-wide true hotspot poorly (-6% error on average), but predicts $z$ coordinate well. It performs better when the active core hotspot is considered. The main disadvantage of the interpolation-based algorithm is that it is not robust against signal noise or sensor failure. Any amount of noise in the signal directly translates to degraded performance and the algorithm has no way to compensate for sensor failure.

The POD-based reconstruction method is recommended over the interpolation-based method because it yields more accurate reconstructions with fewer sensors. The POD-based method was able to reconstruct the in-core flux with 24 sensors more accurately than the interpolation-based algorithm could with 211 sensors. The POD method was also better at handling signal noise and sensor failure. Signal noise did cause the reconstruction to degrade, but the quality of the reconstruction degraded slower than the interpolation-based method. The chief disadvantage of the POD-based method is that its behavior is not as predictable as the interpolation-based method. The snapshots fed into the algorithm must span the operating conditions experienced by the reactor. Furthermore, the number of POD modes used in the reconstruction has a large effect on the accuracy. In this work, it was computationally feasible to use all of the modes during the reconstruction. However, if hundreds or thousands of snapshots are used to generate the POD basis, this would no longer be true. Figure 2 summarizes the considered sensor arrangements for the POD-based reconstructions.
Fig. 1. Hotspot error metrics for the interpolation reconstruction algorithm.
Fig. 2. Six different sensor arrangements used with the POD method, instrumented blocks are marked with an 'X'.

Arrangement 1

Arrangement 2

Arrangement 3

Arrangement 4

Arrangement 5

Arrangement 6
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9. Conclusions

Robust 3D in-core monitoring technologies are essential for next generation nuclear power systems. If available, they would be capable to provide real time information about reactor conditions assuring its safety and reliability.

Given the harsh environments of high temperature reactors, new in-core instrumentation has to be developed. Existing approaches may fail prematurely in VHTRs. The challenge is currently mitigated by providing out-of-core monitoring capabilities together with reconstruction of in-core values.

The report discusses efforts to develop suitable advanced in-core instrumentation technologies and corresponding experimental confirmation approaches for their performance in VHTRs via emulation of VHTR in-core conditions in TRIGA reactors. An advanced 3D in-core mapping via a distributed sensor network would be capable of reliable performance in high temperature/high radiation environments for prolonged periods comparable at least to the fuel loading lifecycles of HTRs. The key objectives of the project were:

- to experimentally confirm performance characteristics of distributed fiberoptics sensors networks in HTRs via emulation of VHTR conditions in TRIGA (Training, Research, Isotope Production, General Atomics) reactor cores.
- to develop a 3D in-core reconstruction approach taking advantage of information provided by the distributed fiberoptics sensors networks.

The goal is to predictively identify stressful in-core regions that may lead to hot spots.

9.1. Outcomes of the Experimental Program

This report presented the results and observations obtained in the course of the 3-year program. The gained practical experience with fiberoptics sensors and computational evaluations of distributed sensing networks for reactor in-core applications indicate potential opportunities for future applications, especially in the environments which would be either physically hostile or geometrically challenging for traditional sensing technologies.

Furthermore, as indicated above, distributed sensing allows gathering more robust data during reactor operation which is essential not only for predictive safety monitoring but also for competitive reliability and economics. The project was focused on NGNP/VHTR environments but the analyzed fiberoptics sensing and 3D in-core monitoring via distributed sensing are of paramount value for LWRs, emerging SMRs and all advanced nuclear reactors.

With the delays in procurement and fabrication difficulties, the total irradiation of the fiber optics covered the span of 3 months. Another probe, with twelve more fiber optics has yet to be irradiated, preventing a good sample of data to develop an empirical model on fiber optic survivability. There were seven fibers that were irradiated: two temperature, three neutron, and two gamma fibers. The fibers of the first probe were all irradiated to a neutron fluence of $1.0 \times 10^{19} \pm 7.7 \times 10^{17}$ $n/cm^2$ at a nominal 500°C. Both of the gamma fibers failed at $4.5 \times 10^{18}$ and $5.8 \times 10^{18} n/cm^2$, respectively, likely as a result of fiber-ferrule interaction due to fiber swelling as
evident by identical failure modes at identical spatial locations. Neutron and temperature sensing fiber optics showed significantly improved radiation resistance over the gamma fibers, but without a control at ambient temperature, it is difficult to understand the influence of high temperature irradiation on the annealing properties of the fiber optics.

Vibration and other noise sources prevented the validation of neutron and gamma fiber techniques and temperature measurements via the fiber optics were not equivalent to calibrated thermocouple readings. The spatial distributions of the temperature measurements seem to be correct, compared to modeling results, but their magnitude was too great. It is suspected the deviations are the result of internal stresses from mechanical stresses within the probe.

Although fundamental feasibility and potential applications for fiberoptics sensors have been established, the technology, by far, is not ready for near-term practical in-core implementations. The noted challenges include excessive dependencies of sensing system performance characteristics on vibrations due to thermo-mechanical core characteristics, resulting noise effects, internal fiberoptics material effects and their interpretation by the fiberoptics data acquisition and processing, and overall inherent dependencies of fiberoptics sensing technologies on accompanying software components to recover and interpret measured performance characteristics, and frequent calibration needs for the system to operate meaningfully.

These observations strongly suggest the need for further research efforts to systematically resolve these challenges, thus allowing taking a full advantage of the existing fiberoptics and distributed sensing capabilities for next generation in-core instrumentation solutions for current LWRs as well as SMRs and advanced reactor systems.

## 9.2. Fiberoptics Engineering Challenges

There are various challenges that appeared while working with the fiber optics. Possibly the more prominent engineering challenge for fiber optics, beyond radiation hardiness, is the implementation of the fibers in a system without external stress loads due to vibration, thermal changes, or mechanical movement.

The fiber optic has to have a reference scan that is indicative of the initial conditions of the system to get a true reference for any relative changes. The initial reference is required to determine the conditions during operation. Conversely, deviations from 'nominal' operating conditions are as simple as scanning between events and comparing the changes. The operating principle of these fiber optic measurement systems is the following:

- Capture an initial state of conditions, determined by the behavior of light through the fiber.
- Introduce an external stress (through temperature) or change in material characteristics (neutron or gamma flux)
- Scan new state of conditions
- Use software to calculate the strength of the external effect as compared to the initial condition
So, unlike measurement systems that are compared to a ubiquitous reference, like 0°C, the fiber optic measurement references its own initial state. That implies that the reactor must but shut down for a reference scan to determine the operational flux and temperature, or that comparisons made between operating states will, for example, show the flux tilting or formation of hot spots due to CRUD buildup.

The means for determining temperature is through the measurement of stress in the fiber optic, so a reference cannot be performed outside of the system then the fiber installed. This would change the geometry of the fiber optic and therefore change the stress state. A probe device could be used to alleviate this concern, but that would, in part, forfeit the flexibility of the measurement system which is one of the benefits.

Another engineering challenge is the measurement drift resulting from material property changes from radiation fluence and thermal cycling. Temperature measurements drift due to irradiation. Thermal transients affect the long-term characteristics of the fiber optic. It is unclear if these effects can be compensated via software improvements, especially as fabrication and manufacturing techniques are perfected. This thermal cycling also brings up an issue of thermal equilibrium. If the fiber optics are used to perform a time-dependent study on a short time scale (this assumes that many fibers are bundled and scanned sequentially since scans due take some time), the response of the fiber optic will have to be compensated.

While this project demonstrated the survivability of the neutron and temperature fiber optics, it is not conclusive. There is a multitude of further research topics in the development of the measurement systems, materials, and software that is needed for advancing fiberoptics-based sensor technologies to practical reactor instrumentation applications. In particular, further research efforts are required to alleviate some of the concerns associated with the detectors if they are to be realized for the reactor environment and to provide results capable for computational validation and monitoring and control of a reactor system.

These are merely observations and should not be considered as a final and conclusive assertions. There are some foreseeable engineering challenges as this technology is developed further, predominately the time-resolution of scans as the fiber optic establishes equilibrium with the system and reference scan dependence on system variables. These and other challenges are only obstacles requiring more material research and software development.

### 9.3. Development of the 3D In-core Reconstruction Method

The MCNP model was used to generate full core flux distributions that were representative of HTRs. The burnup results showed how the neutron hot spot migrates around the reactor during operation, illustrating the need for a sensor system capable of tracking this phenomenon during operation.

Two flux reconstruction algorithms were developed and tested: linear interpolation, and Proper Orthogonal Decomposition (POD). Neither algorithm relied on a neutron diffusion or transport model of the core.

The interpolation-based algorithm is conceptually straightforward and performs well provided enough sensors are placed in the core. It is doubtful that it would be economically feasible to remove fuel pins from the core just to insert more sensors. Thus, only the zero-pitch arrangement
is potentially viable. In this configuration, 211 sensors were assumed. This sensor configuration predicts the magnitude of the core-wide true hotspot poorly (~6% error on average), but predicts $z$ coordinate well. It performs better when the active core hotspot is considered. The main disadvantage of the interpolation-based algorithm is that it is not robust against signal noise or sensor failure. Any amount of noise in the signal directly translates to degraded performance and the algorithm has no way to compensate for sensor failure.

The POD-based reconstruction method is recommended over the interpolation-based method because it yields more accurate reconstructions with fewer sensors. The POD-based method was able to reconstruct the in-core flux with 24 sensors more accurately than the interpolation-based algorithm could with 211 sensors. The POD method was also better at handling signal noise and sensor failure. Signal noise did cause the reconstruction to degrade, but the quality of the reconstruction degraded slower than the interpolation-based method. The chief disadvantage of the POD-based method is that its behavior is not as predictable as the interpolation-based method. The snapshots fed into the algorithm must span the operating conditions experienced by the reactor. Furthermore, the number of POD modes used in the reconstruction has a large effect on the accuracy. In this work, it was computationally feasible to use all of the modes during the reconstruction.
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13. Appendix

13.1. Procurement and Fabrication Process

Void Tube, Aluminum Tubing, OD: 3.0", Thick: 0.083", Length: 12'
- Feedthroughs
  - TCs
  - Fiber Optics, Supplied by Luna
- Aluminum block for grid plug
- Alumina spacer for furnace element

Furnace Element, Aluminum tubing, OD: 2", Thick: 0.049"
- Feedthroughs
  - TCs
  - Nextel insulation.
  - Pave Tech., http://www.pavetechnologyco.com/design/thermo_productindex.html
  - Fiber Optics, Supplied by Luna


Alumina baffles, Alumina Silicate possesses the properties that would be more fitting.

Piping/Flow Tubing
- Swagelok, http://www.swagelok.com/
- Pressure relief valves, Spring Loaded and Power Operated
- Solenoid valves
- Power relief valves
Wiring and Thermocouples, K type, SLE

Computer Rack

Graphite heaters:

These were ordered from Poco Graphite. They have a plant in Decatur, Texas. Their response was prompt and they were helpful with the material choice of the graphite, which was chosen to be AXZ-5Q. The quoted price was: $2586.00 (all images were taken some time after receipt). All heaters were visually checked.

Epoxy/Cement:

These were ordered from Cotronics. Shipment was swift, though the staff were not very helpful with respect to questions about their materials. The packaging was neat and tight. No apparent damage to the box.
13.2. Fiberoptics Testing

Failure modes

There are various failure modes available for the fiber optics. The fibers are inherently fragile, so mishandling them can cause the ends of the fibers to inadvertently brake. Avoiding this as the fibers are being put into place is paramount.

Moreover, the fibers can be subjected to various materials, environmental conditions, and physical constraints that would further induce fiber degradation and failure.

Signs of various failures

How to determine that a fiber is about to fail, and by what mode. For example, water ingress on the coupling reduces the return loss. A signal enhancement is noticed initially.

Mostly, the failures are mechanical, such that they would be induced in or outside of a reactor environment.

Signal interference

Due to the inherent flexibility in the fiber optics, users of the measurement system will most generally attempt to apply the fiber optics in unusual geometries, most generally to reach locations that vintage measurement system would not reach.

Since light generally travels un-impeded in the fibers, users might become complacent in the geometry of which the fiber measurement system is placed.

Therefore, quantification of various degree of bending should be done. When fiber optics are bent, there may be some light loss due to the impinging photon on the surface overcoming the index of refraction.

To conduct these tests, it is suggested that three phases of testing are done.

• First, the fiber would be calibrated normally and put into a relatively "straight" geometry. Then a series of measurements are taken with the fiber bent, as not to enforce curvature changes in the fiber itself, as various point along the measurement path. The resulting changes in the measurements will be noted. This will be repeated for various degrees in the curvature.

• Second, the fiber should be put into highly curved geometries, then calibrated. After straightening out the fiber optic, then measurements are taken. This is to ensure that the calibration point does not impede the measurement accuracy.

• The third phase would be to determine the number of bends, at various degrees that would begin to vary the measurements at the end of a very long fiber.

Bending in the fiber can be read as strain, which can be incorrectly interpreted as temperature difference. If I understand correctly, the fiber calibration should be performed with the fiber in the correct configuration for the final application – e.g. if there will be bends, then we need to calibrate with those bends.
Calibration after installation will be required at standard ambient temperature to provide a baseline for subsequent measurements at elevated temperature.

The suggestion to perform some benchtop testing to determine hysteresis-type effects is good – basically run some tests on straight fiber, curve it to simulate bending that could occur during installation, then straighten it again and repeat the original tests to ensure that the measurements have not changed (within measurement error).

Effects of vibrations

Due to the high velocity of Helium in the VHTR, vibrational effects will be fairly noticeable. The testing of vibrational effects on the measurement integrity and fiber integrity should be completed.

Testing can be conducted through mechanical means; for instance, with a pump or other device attached to the measurement device or measurement location, or through venturi in a flow field (generally used for pressure drop, but can induce eddy controlled eddies).

This can be used to replicate the expected flow oscillations in the VHTR during operating conditions.

Fluence induced measurement error

Naturally, in a reactor environment, the fission rate density (prompt and delay/fission product contributions) imposes the highest contribution to the gamma and neutron fluence; therefore, the effects of activation products can be ignored, such as nitrogen-16 production.

However, shutdown conditions tell another story - though the fluence rate will be significantly smaller.

Inherently, though, over time the measurements will begin to drift. This drifting will need to be quantified and incorporated in the calibration to imposed proper operation and accurate measurement. Since no other distributive system is available, either passive systems, like iron wire or Cd/Au foil analysis, or active systems will need to be used for validation purposes.

There currently are 3mm diameter fission chambers that may be used. They cost $18,000 for 10. These would provide excellent feedback as to the fiber performance.

Temperature effects on gamma/neutron measurements

There might be some alteration in the gamma/neutron measurement as a function of the temperature of the fiber optic. This is inherent to the cross-section of neutrons in a material changing as a result of the nuclei vibrations.

The composition and functionality of these fibers, however, is unknown - so the testing will be done pretty much as a shot in the dark.

Conducting these kinds of tests will be through the use of manually varying furnace temperature. Simply changing the temperature should not change the gamma or neutron
fluence, so, in this regard, we can understand the temperature related effects of the neutron/gamma interactions.

Operational temperature ranges

The upper temperature limit of the fiber optic systems would be important to determine. This would help determine the instrumentation strategy.

Moreover, during severe accidents, it would be important to know that the fiber measurements would not lose their validity if the temperature were to rise significantly.

The furnace can be removed from the reactor to do this test. The temperature limit is set to prevent the total heat storage in the furnace to cause a steam rupture and to prevent creep in the high pressure aluminum structure.

A short test would not be cause for any concern.

Chemical attack reference times

As stated by Luna, water and other alkalis attack the fiber optic and eventually render it useless. Determining, under various temperature conditions, the length of time these fibers are expect to last would be imperative to a safety analysis of their implementation.

For example, water ingress in HTRs that use water-secondary systems would possibly cause degradation very quickly at the expected 488°C inlet temperature conditions if the encapsulation were impaired.

Time response

Testing the speed at which data can be reliably obtained is fairly important. Whether transient conditions, albeit slow, can be accurately measured could lead to further validation techniques.

It is our understanding that this may not be possible with a single OBR, but having multiple OBRs to measure at a given periodicity would, perhaps, suffice. This would not be doable for the current project.

An additional requirement is that the fiber optic reaches equilibrium quickly. Temperature, gamma, and neutron response should be quick to allow for a "snap shot" to be captured. The OBR does its measurement very quickly; however, computation and display of the data is fairly lengthy. The OBR will not be an issue in this. It was determined that the return-to-normal time for the temperature fiber exceeded 15 minutes when the fiber was removed from a cold source.

Spatial Resolution

When producing measurement data for code validation and determining hotspot information, the spatial resolution of the fiber optic is very important. This is the primary capability of the fiber optic, so it is very important to have this feature documented.

Due to the nature of the Raleigh scattering, the phenomena of spatial discretization is actually continuous. Interpreting how to define the spatial resolution then, might be a bit
tricky. According to the OBR manual general resolution is +/- 10um over 30 m, the sensing resolution is +/- 2cm. There is also a "data segment size" of 1.0 mm.

The testing of the spatial properties will be fairly straightforward, except in the case of the neutron fibers. Temperature distributions are easily produced and manipulated. With the proper measurements of the fiber and by applying various gradients, the spatial resolution can be determined.

For the gamma fibers, shielding will need to be used in conjunction with high activity sources. Using the La source against the dry cell may be an option. With the neutron fiber, simply using the core is our only option. There may be some opportunities to use paraffin or cadmium to force spatial changes. Even more so, determining thermal to fast fluence ratios might be possible.

Calibration requirements

This is more important for the temperature fiber; ideally the furnace will not be shutdown - just put into a low power state to prevent unnecessary thermal transients in the furnace. The fiber may, with time, drift due to radiation induced re-structuring in the fiber. This will change the strain parameters, surely, and therefore change the temperature measurement as a result.

The proposed testing would be simply to add fibers during various intervals of the irradiation period. This would introduce fresh, calibrated fibers to compare with the already irradiated fiber optics. Since this would require a complete shutdown of the furnace, the choice of re-calibrating the irradiated fibers will need to be made.

The choice to do this would allow for a new baseline to be established. Additionally, the fibers can be compared at the cold iron condition. Conversely, not allowing for re-calibration allows for comparison at operating temperatures and preserves a fluence history of the calibration of the fibers. This will also introduce a determination of the integrity of an initial calibration over the fiber lifetime.
13.3. Acceptance Testing

(a) Furnace heater.

(b) External Temperature.

Fig. 1. Heater and external temperatures.
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(a) Power-temperature dynamics.

(b) Power-temperature dynamics between 115 min and 145 min.

Fig. 2. Power and engaging PID controller.
13.4. VHTR Control Rod Modeling

13.4.1. Design Details
The design for the control rods was taken from the General Atomics design for the MHTGR.[1,2] The control rods are modeled as an annular graphite matrix containing 40 wt% B4C particles. The control rods are clad with Incoloy-800. The particles properties are given in Table 1.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boron composition</td>
<td>90% B-10, 10% B-11</td>
</tr>
<tr>
<td>B4C kernel radius</td>
<td>100 μm</td>
</tr>
<tr>
<td>Graphite buffer coating thickness</td>
<td>18 μm</td>
</tr>
<tr>
<td>PyC coating thickness</td>
<td>23 μm</td>
</tr>
</tbody>
</table>

Figure 1 provides the VHTR control rod geometry details as modelled in the present evaluations.

![Figure 1. XY view of the VHTR control rod geometry. The red material is He inside the control rod channel. The blue shows the graphite block material.](image)

The B4C kernels used in the burnable poison compacts were the same as those in Table 1 except natural boron was used. Determination of the optimal burnable poison loading in the core for a given reloading scheme is a sizable project in and of itself and, as such, it was left outside the scope of the present analysis. This project has considered nominal loadings necessary to yield critical configurations. B4C particle packing fractions around 3% were found to be sufficient.

13.4.2. References
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13.5.1. 3D High-Fidelity VHTR Modeling for Performance Optimization
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**A Distributed Fiber Optic Sensor Network for Online 3D Temperature and Neutron Fluence Mapping in a VHTR Environment**

Texas A&M University, Luna Innovations, General Atomics, INL.

The 3-year project will provide three key deliverables:
1. produce a highly distributed fiber optic network capable of 3D temperature and neutron fluence mapping in the VHTR environment;
2. demonstrate reliability and performance of the proposed sensor network; and
3. provide a computational model to evaluate expected sensor performance and lifetime in VHTR environments, to scale experimental results to VHTR conditions, to optimize sensor network, and to assess VHTR performance taking advantage of the 3D fiber-optics imaging and performance reconstruction.
3D High-Fidelity VHTR Modeling Objectives

- Predict core behavior
- Develop methodologies for 3D flux (and power density) reconstruction
- Predict hotspots and off normal conditions with a limited amount of sensors
- Reconstruction will rely on knowledge of the expected core behavior, hence the current focus on high fidelity modeling

Benefits

- Predictive evaluation of potential failure modes for in-core components
- Hot spot management assistance
- Determine the fluence in reflector blocks, especially the replaceable inner reflector
- Assistance in determining lifecycle limits and longevity of in-core components
Methodology

- Using well tested codes:
  - Current analysis is done in mcnpx 2.6.0 and its built-in coupling to CINDER90
  - Monte Carlo methods are robust for VHTR modeling and reduce challenges associated with geometry and cross sections processing for advanced systems.
  - Pre-processing is automated via scripting. Input files are generated with a Python script, which makes the input easier to manipulate and understand

High Fidelity MCNP model of NGNP core

- Full core is modeled with 1/6 periodic symmetry in materials. The symmetry in materials is used to reduce the number of burnable regions and therefore memory requirements during fuel depletion runs. The full core is still modeled so, for non-bump runs, the effects of an uneven control rod insertion can be modeled.

- Detectors are modeled using cell flux tallies. This allows for fluxes to be tallied for each unique fuel block. TMEHcws are used to visualize the fundamental mode flux distributions
Appendix

High Fidelity MCNP model of NGNP core

Phase I Modeling Assumptions/Limitations

- No heat transfer phenomena captured - core is isothermal (provisions can be made to couple to CFD simulations if needed)
- No control rods or burnable poison is used
  - No criticality search performed during burnup steps
- A single material is burned for each fuel block
- TRISO particles truncated at fuel compact edges
- These assumptions will be re-evaluated and relaxed in Year 2 and 3 of the project
Core lifetime

- $k_{\text{eff}}$ results for a representative 3-ring 600 MWth core
  - 15% enriched Uranium fuel
  - 25 vol% packing fraction of TRISO in fuel compacts
  - Kernel radius of 150 μm
- Core lifetime of ~17 months

Hot Spot Migration and Localization with the Core
Peaking Factor Evolution during Operation

Single Block Peaking Factors

Fast flux hot spot localization (0.1<E<5 MeV)

Thermal flux hot spot localization (0<E<1.0E-5 MeV)
Time stepping during burnup runs representing reactor operation conditions

- Acknowledged as a source of error, especially given the sometimes abrupt changes in hot spot locations
- Currently computational resources restrict fidelity of kcode intermediate calculations
- Possible solutions: alternative codes (Serpent, MCNP5 + Monteburns or MOCUP); access to faster computational clusters (ex. INL HPC)

Graphite Fast Fluence in Estimation

- Compared against the GA report
- Fast fluence is defined for $E > 0.1$ MeV

<table>
<thead>
<tr>
<th>16.3 Month Fast Fluence [$n/cm^2$]</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>6.31E+20</td>
</tr>
<tr>
<td>max</td>
<td>1.77E+21</td>
</tr>
<tr>
<td>mean</td>
<td>1.30E+21</td>
</tr>
</tbody>
</table>

Max 36 Month Fast Fluence [$n/cm^2$]

<table>
<thead>
<tr>
<th>Extrapolated</th>
<th>GA Report</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.00E+21</td>
<td>1.7E+21</td>
</tr>
</tbody>
</table>
Conclusions

- 3D high-fidelity modeling approach is being developed for applications in performance simulations studies targeting monitoring and operational aspects of VHTRs.

- The modeling approach allows for development and applications of in-core 3D performance map reconstruction techniques accounting for novel direct 3D in-core measurement approaches for extreme environments of HTRs.

- Presented sample results showed 3D mapping capabilities of performance characteristics.

- The simulation methodology and reconstruction techniques are being developed for sensor array optimization studies targeting in-core 3D monitoring options.

Conclusions

Key milestones:

- Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber.
- Test furnace engineering design with reactor safety board approval.
- Fiber optic sensor design and completion of out-of-core laboratory testing.
- Test furnace fabrication, assembly and completion of out-of-core testing.
- Delivery of sensor strings with connectors to university; installation in test furnace.
- Assembly installation in TRIGA and completion of irradiation test matrix.
- 3D VHTR and TRIGA modeling with representation of distributed sensor network elements, performance reconstruction and optimization of the network design.
- Modeling validation using test measurements and scaling to the prototypical VHTR conditions.
13.5.2. Distributed Sensor Networks for Online 3D In-Core Monitoring

Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

Pavel V. Tsvatkov, Shannon M. Bragg Sitton, Jesse M. Johns, Tom G. Lewis, Ayodeji E. Alaja, Matthew P. Johnson
Department of Nuclear Engineering
Texas A&M University

Advances in Small and Medium Sized Reactor Designs

Wednesday, June 29, 2011, ANS 2011 Annual Meeting

NUCLEAR ENGINEERING ENGINEERING
Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

- Overview
- High-Fidelity Modeling Approach
- Emulation of VHTR Conditions in TRIGA
- Validation Efforts
- Current Status
- Conclusions

Overview

Small and Medium Sized Advanced Reactors
Safety, Reliability, Autonomy, Economics, ...

- Robust in-core measurement systems capable to provide characteristic operational information
- Longevity of sensor performance
- Real time operation
- Ability to predict hot spot formation conditions
Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

Overview

- In-core monitoring challenge – reliable long-term operation in extreme high-temperature high-fluence environments
- Use of fiber optic sensors – direct in-core 3D monitoring for in-core management (loading, hot spots, temperature and fluence maps)

Collaboration of University, Nat. Lab., Industry
Texas A&M University, Project Lead
Luna Innovations, Primary Industry Partner
General Atomics, Advisor
Idaho National Laboratory, Advisor

NUCLEAR ENGINEERING
Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

Overview

- Goal: Real-time mapping of the temperature and neutron fluence distribution in proposed NGNP / VHTR cores

- Challenges:
  - Harsh environment (750°C to 950°C coolant outlet)
  - Long refueling cycle (~18 months) – high radiation

- Benefits of Proposed Sensors:
  - Real-time assessment of reactor performance
  - Sensor network can be placed throughout the reactor core (axial and transverse dimensions)
  - Benchmarks for simulation and analysis codes used in core design and modeling
  - Optimization of design margins
  - Reduced uncertainty in local phenomena assessment / prediction

  → reduced safety margins in design

NUCLEAR ENGINEERING

---

Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

Overview

The 3-year project will provide three key deliverables:

1. produce a highly distributed fiber optic network capable of 3D temperature and neutron fluence mapping in the VHTR environment;

2. demonstrate reliability and performance of the proposed sensor network; and

3. provide a computational model to evaluate expected sensor performance and lifetime in VHTR environments, to scale experimental results to VHTR conditions, to optimize sensor network, and to assess VHTR performance taking advantage of the 3D fiber-optics imaging and performance reconstruction.

NUCLEAR ENGINEERING
Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

High-Fidelity Modeling Approach

Emulation of VHTR Conditions in TRIGA

NUCLEAR ENGINEERING
Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

Emulation of VHTR Conditions in TRIGA

NUCLEAR ENGINEERING
Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

Validation Efforts

**Benchmarks**
- LEU-HTR PROTEUS
- HTTR Program
- HTR-10 Program
- FSV Data
- Other (History Data)

**Validation and Verification**
- Experiment-to-Code
- Code-to-Code

- Sensitivity/Uncertainty
- Modeling Reliability

Current Status

Key milestones:
- Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber.
- Test furnace engineering design with reactor safety board approval.
- Filter optic sensor design and completion of out-of-core laboratory testing.
- Test furnace fabrication, assembly and completion of out-of-core testing.
- Delivery of sensor strings with connectors to university; installation in test furnace.
- Assembly installation in TRIGA and completion of irradiation test matrix.
- 3D VHTR and TRIGA modeling with representation of distributed sensor network elements, performance reconstruction and optimization of the network design.
- Model validation using test measurements and scaling to the prototypical VHTR conditions.
Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

Current Status

Key milestones:
- Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber
- Test furnace engineering design with reactor safety board approval
- Fiber optic sensor design and completion of out-of-core laboratory testing
- Test furnace fabrication, assembly and completion of out-of-core testing
- Delivery of sensor strings with connectors to university, installation in test furnace
- Assembly installation in TRIGA and completion of irradiation test matrix
- 3D VHTR and TRIGA modeling with representation of distributed sensor network elements, performance reconstruction and optimization of the network design
- Modeling validation using test measurements and scaling to the prototypical VHTR conditions

Conclusions

Year 1 results indicate that the furnace should be capable of emulating VHTRs:
The HT furnace is suitable for providing initial performance evaluations of the candidate in-core sensors in VHTRs.
It has been demonstrated computationally that the developed design can attain the 1000°C levels at the sensor location without causing an increase in temperature levels outside of the furnace. The next phase will be irradiation testing of the fiber optic sensors in the TRIGA and evaluations of the data in relation to the VHTR conditions.
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13.5.3. Emulation of VHTR Operating Conditions in TRIGA Reactors

**Introduction**

- In-core monitoring **challenge** – reliable long-term operation in extreme high-temperature high-fluence environments

- Use of fiber optic sensors – direct in-core 3D monitoring for in-core management (loading, hot spots, temperature and fluence maps)
Introduction

A Distributed Fiber Optic Sensor Network for Online 3D Temperature and Neutron Fluence Mapping in a VHTR Environment

Texas A&M University, Project Lead
Luna Innovations, Primary Industry Partner

Advisors:
General Atomics
Idaho National Laboratory

• Goal: Real-time mapping of the temperature and neutron fluence distribution in proposed NGNP / VHTR cores
• Challenges:
  – Harsh environment (750° C to 950° C coolant outlet)
  – Long refueling cycle (~18 months) – high radiation
• Benefits of Proposed Sensors:
  – Real-time assessment of reactor performance
  – Sensor network can be placed throughout the reactor core (axial and transverse dimensions)
  – Benchmarks for simulation and analysis codes used in core design and modeling
  – Optimization of design margins
  – Reduced uncertainty in local phenomena assessment / prediction
    → reduced safety margins in design
Introduction

The objective is to test novel instrumentation for use in the VHTR using the Texas A&M University Nuclear Science Center's TRIGA Mark I research reactor.

The 3-year project will provide three key deliverables:
1. produce a highly distributed fiber optic network capable of 3D temperature and neutron fluence mapping in the VHTR environment;
2. demonstrate reliability and performance of the proposed sensor network; and
3. provide a computational model to evaluate expected sensor performance and lifetime in VHTR environments, to scale experimental results to VHTR conditions, to optimize sensor network, and to assess VHTR performance taking advantage of the 3D fiber-optics imaging and performance reconstruction.
Distributed Sensing

Fiber optic sensors promise to provide detailed distributed measurements.

- Online hot spots determination and flux mapping
- Continuous code validation becomes possible

Test fibers in the operating conditions that would be expected in the VHTR.

Challenges

The TRIGA reactor sits in a pool of light water open to the atmosphere.

- Thermal flux ~ peak at .09 eV
- Low temperatures
  - Fuel ~ 390°C
  - Coolant ~ 26°C
- Low fluence rate ~ 4e12 n/cm²/s
- Safety and experimental limitations
  - Temperature, thermal storage, size, reactivity
Experimental Design

Design an experimental apparatus to emulate the conditions of a VHTR in a TRIGA reactor for advanced instrumentation testing.

- Operate at +1000°C
- Sustained operation for 1 year, to a neutron fluence of $2 \times 10^{19}$ n/cm²
- Accessibility for fiber optics and instrumentation replacement
- Conform to 10 CFR 50.59
  - Required safety criteria for experimental authorization
  - Passive cooling – heater in vacuum

---

Experimental Design

- Extended from an earlier furnace design from the 70’s designed by General Atomics for use in the TRIGA Mark I

  - KING TRIGA designed originally to test fuels – Too small for our purposes
  - Required forced cooling and located in a fuel position
MCNP5/X 2.6 was used for simulating the TRIGA reactor and simplified furnace model.

- The model includes the latest cross-section data, scattering kernels, and temperature induced broadening.
- Temperature data from NSC-written and validated sub-channel code.

MCNP model was scaled to matched Au/Cd flux foils data from the D3 core location.

- Nominal scaling was high by ~5.5%.
- Fast (epithermal) to thermal flux ratios were comparable to 13.1%.

Absolute fiber optic irradiation time expected to be roughly 230 days.

Used BOL fuel concentrations. BURN was not suitable due to memory requirements. MCNPX 2.7 will allow for MPI runs.
Modeling – Heat Transfer

Started with 1D Matlab script to begin design iterations.
- Radiative heat transfer
- Free convection correlations
- Failure criteria
  - Steam production/stress failure
  - Safety factor of 2.75
    - 2.0 required by facility Tech Specs
Still provides maximum operating conditions for safety controllers.

Modeling – Heat Transfer

Computation continuum mechanics software package used to support analysis of fiber optics.
- STAR-CCM+ v6.02, developed by Cd-adapco
Provides extra temperature data to Matlab script for total thermal storage and allows for behavioral study of furnace operation.

Temperature limited to either:
- ~160°C on aluminum housing
- 1138°C averaged operating temperature
Modeling – Heat Transfer
Verification & Validation

Physics model verification done concurrently with furnace model development –

• Conduction
  • Near perfect agreement, even with poor mesh refinement – max error: 1.169% in surface heat flux
• Forced convection (incomplete)
• Radiation
  • Near perfect agreement, even with poor mesh refinement – max error: 0.79% in surface heat flux

Modeling – Heat Transfer
Verification & Validation

• Natural convection (incomplete)
  • Fair agreement with generalized empirical relationships
    >20% error on local heat transfer coefficients depending on model and mesh refinement
• V2F non-linear and k-e RAS turbulence models
Modeling – Heat Transfer
Verification & Validation

Validation modeling to proceed as procurement process continues, providing validation of fiber optic sensing and STAR-CCM+/Matlab calculations:

- Graphite heater in vacuum chamber
- Instrumented with k-type TCs with Nextel coating
- LabView PID controller to interface with power supply and safety systems

---

Modeling – Heat Transfer
Verification & Validation

Experiments provide better material information:
- Resistivity as a function of power/temperature
  Ohmic heating is well approximated with constant volumetric heat generation.

Convection validation to wait for bench top testing of completed furnace.
Modeling – Heat Transfer

Maximum radial temperature from 1D script and STAR-CCM+ match within 4.5%.
- Conductive heat flux causes large temperature gradients not accounted for in script.

Provides extra temperature data to Matlab script for more accurate total thermal storage.

More detailed material properties with polynomial fits as a function of temperature.

Modeling – Heat Transfer
Simulation
Modeling – Heat Transfer

Maximum radial temperature from 1D script and STAR-CCM+ match within 4.5%.

- Conductive heat flux causes large temperature gradients not accounted for in script.

Provides extra temperature data to Matlab script for more accurate total thermal storage.

More detailed material properties with polynomial fits as a function of temperature.

Modeling – Heat Transfer
Simulation
Appendix

Final Remarks

Key milestones:

- Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber.
- Test furnace engineering design with reactor safety board approval.
- Fiber optic sensor design and completion of out-of-core laboratory testing.
- Test furnace fabrication, assembly and completion of out-of-core testing.
- Delivery of sensor strings with connectors to university, installation in test furnace.
- Assembly installation in TRIGA and completion of irradiation test matrix.
- 3D VHTR and TRIGA modeling with representation of distributed sensor network elements, performance reconstruction and optimization of the network design.
- Modeling validation using test measurements and scaling to the prototypical VHTR conditions.

Final Remarks

- Results of the high fidelity simulations indicate that the furnace assembly should be capable of emulating VHTR temperature conditions in TRIGA experiments.
- The furnace allows the sensor location to reach 1000°C levels while being completely shielded from the TRIGA core environment.
- Successful completion of the work concludes the first phase of the project. The next phase will be to build, test, and verify prior to implementation. These efforts are in progress.
Final Remarks and Conclusions

Confident that the safety of the NSC reactor core will not be impacted.

Temperature requirements, following bench top tests, may change.

Temperature fiber optic sensors perform, under normal conditions, as expected. Gamma and neutron fibers have not been tested yet.
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13.5.4. In-Core Testing of Distributed Fiber Optic Sensors
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In-Core Testing of Distributed Fiber Optic Sensors
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Project Scope

- **Goal:** Real-time mapping of the temperature, neutron fluence and gamma flux in an operating reactor (e.g. VHTR)
- **Challenges:**
  - Harsh environment (750°C to 950°C coolant outlet)
  - Long refueling cycle (~18 months) – high radiation
- **Benefits of Proposed Sensors:**
  - Real-time assessment of reactor performance
  - Sensor network can be placed throughout the reactor core (axial and transverse dimensions)
  - Benchmarks for simulation and analysis codes used in core design and modeling
  - Optimization of design margins
  - Reduced uncertainty in local phenomena assessment / prediction → reduced safety margins in design
Sensor Technology

Fiber optic sensors will be used to monitor:
- Total Neutron Flux
- Gamma Flux
- Temperature

The sensor interrogation uses an Optical Backscatter Reflectometer (OBR™) system.

The OBR measures the Rayleigh Backscatter of the optical fiber.

Radiation and Temperature stimuli change the Rayleigh backscatter of the optical fiber.

Fiber Temperature Performance

(a) Wavelength spectra along a 5 mm fiber interval for a heated (solid) and unheated (dotted) measurement scan.

(b) Cross correlation of the heated spectra with reference (unheated) spectrum.

Demonstration of a thermal shift of an optical fiber.
Measurement Approach

In a single scan, the entire fiber is recorded

Software settings determine where along the fiber strain is reported
Measurement Approach

Software settings determine where along the fiber strain is reported.

The software displays strain as a function of distance, with the option of scanning and updating continuously.

Regions of distributed sensing can be defined as well.
Measurement Approach

Regions of distributed sensing can be defined as well

Spatial resolutions as small as 0.5 cm can be defined in software

Measurement Approach – High Definition Sensing

Regions of distributed sensing can be defined as well

Extremely useful observing how strain changes continuously over a region
Small, localized events can be observed, where larger foil pages would have averaged, and washed out the response
Measurement Approach

Multiple configurations can be defined for the same fiber sensor to acquire as much, or little, data as required:

Configuration 1 - Point Sensors

Configuration 2 - Distributed Sensors

Configuration 3 - Point and Distributed Sensors

Digging Deeper

In a single scan, the entire fiber is recorded in small, discrete segments.

Luna Interrogation System

Input laser, many wavelengths

Cage length determines how many segments are included in a measurement of strain.

Light scatters off the imperfections in the glass. The scatter is recorded in each, small, discrete segment.
Getting the Data

In each segment, the intensity of the scatter is recorded as a function of wavelength, or optical frequency.

The scatter is unique to each segment, thus a 'fingerprint'.

Getting the Data

When the fiber is strained, the fingerprint shifts in wavelength, and this shift is proportional to the amount of strain applied.

\[ \Delta f \propto \varepsilon \]
Temperature & Radiation Sensing

- Three optical fibers:
  - Thermal sensing
  - Gamma flux sensing
  - Neutron fluence

**Each fiber specifically selected to enhance response sensitivity to individual stimuli**

<table>
<thead>
<tr>
<th>Fiber Type</th>
<th>Thermal</th>
<th>Gamma</th>
<th>Neutron</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature Sensing</td>
<td>High</td>
<td>Extremely Low</td>
<td>Low</td>
</tr>
<tr>
<td>Gamma Sensing</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Neutron Sensing</td>
<td>Low</td>
<td>Extremely Low</td>
<td>High</td>
</tr>
</tbody>
</table>

Proposed Sensor Performance

- Total Neutron Fluence – TBD
- Gamma Flux – TBD
- Temperature – ± 1%
- Spatial Resolution – 1 cm

**Demonstrated Operating Ranges**

- Temperature Range up to 800°C with brief excursions to 1050°C
- Total Neutron Fluence levels ~5 x 10¹⁵ n/cm²

Distributed temperature map produced using a fiber optic temperature sensor and CBR.
Experimental Demonstration

- Sensors testing in a relevant environment over a long duration
- Real-time data acquisition
  - Allows assessment of fiber performance, degradation, etc. without removal and visual observation
  - 3-4 fiber bundles inserted into test device (3 fibers per bundle)
    - With available switch, 8 fibers can be monitored with one OBR (higher capacity switches available, or additional OBRs can be used to increase sensor monitoring capability)
    - Mechanical disconnect to switch to other installed fibers if failure occurs
  - Damaged fibers can be removed for analysis and replaced if necessary

Experimental Apparatus

- Design an experimental apparatus to emulate VHTR conditions VHTR in a TRIGA reactor (as much as possible)
- Operating environment:
  - Sensor temperature: +1000°C
  - Sustained operation for 1 year
  - Total neutron fluence $\geq 2 \times 10^{19}$ n/cm$^2$
- Design guidance:
  - Accessibility for fiber optics and instrumentation replacement
  - Conform to 10 CFR 50.59
    - Required safety criteria for experimental authorization
  - Resistive heating, passive cooling
    - Graphite heater in vacuum
    - Niobium thermal radiation shields
**Test Facility – Nuclear Science Center Reactor**

- TRIGA Mark I reactor design
- 1-MW operating power
- Refueled in 2006, LEU U-ZrH
- Neutron fluence rate:
  - $10^{12}$ n/cm²-s to $1.4 \times 10^{13}$ n/cm²-s thermal
  - $10^{13}$ n/cm²-s epithermal
- Gamma dose (reactor face): $\sim 2 \times 10^7$ rad/hr
- Various test positions possible
  - Options limited due to test duration and need to leave some positions open for other test articles

---

**Previous GA King Furnace Design**

- Licensed for use in TRIGA facilities in early 1970s (NRC licenses R-38 and R-67)
- Designed to aid in analysis of the in-pile behavior of high-temperature gas-cooled reactor fuels
- Allowed fuel samples to be tested in a radiation environment at temperatures up to 1600 °C
- Heating provided by a cylindrical graphite element
- Radiation shields used to drop the temperature from centerline to surface
- Designed to fit a “standard” TRIGA core fuel element position (3.73 cm OD); $\sim$20 cm (8”) in length
Test Furnace Design

- Design basics:
  - Aluminum housing to minimize activation
  - Heating provided by a specially-designed graphite element
  - Refractory metal thermal shields
  - Central instrumentation channel

- Failure criteria:
  - Steam production stress failure
  - Safety factor of 2.75 (Facility TSR: 2.0)

- Temperature limitations
  - ~100°C on aluminum housing

- Engineering design complete and approved by NSGR Safety Analysis Committee

---

Test Furnace Design

- Multi-fiber probe installed at the center of the test furnace
- Fiber optic measurements verified using standard instrumentation in close proximity
  - Thermocouples
  - Activation wires
  - Miniature fission chambers and gamma detectors

- Test furnace position
  - Occupies a full, 4-element grid position
  - Surrounds on three sides by fuel to achieve higher fluence
Test Furnace Design

- Neutronic modeling of the furnace performed to predict the neutron and gamma fluence rates at the experiment position
  - Maximum possible neutron fluence rate is expected to be $1.72 \times 10^3$ n/cm$^2$-s over the full neutron energy spectrum
    ($5.74 \times 10^2$ n/cm$^2$-s below 0.5 eV)

Thermal neutron spatial distribution for $<0.5$ eV in the TAMU TRIGA core (n/cm$^2$-s).

Experiment Location

Thermal Modeling: STAR-CCM+

- Continuum, multi-physics package selected to produce a highly resolved model of experimental performance for both steady state and transient conditions
- Parameters selected to achieve a maximum of 1000°C at the sensor position while maintaining the safety of the TRIGA reactor core (limiting safety system setting)
- High-fidelity model developed concurrently with an analytical model to facilitate the design process and provide model verification
Planned Operating Conditions

- Test fixture voided
- Two refractory metal thermal shields minimize heat transfer to the external boundary and neighboring core positions
  - Self-heating in the thermal shields is predicted to not exceed 15 W and 22 W for the inner and outer shields
  - Predicted maximum 10°C rise in the furnace external temperature
- Heater operating conditions:
  - 348 W
  - Predicted temperatures:
    - 1008°C at centerline
    - 165°C at tube surface

Initial Benchtop Testing

- Initial heater element and fiber tests at elevated temperature have been conducted in a vacuum environment to:
  - Verify analytical and STAR-CCM+ models for thermal radiation and conduction
  - Support behavioral studies, including heater element resistivity changes as a function of temperature and current
  - Support equipment tests, including power supply load and tuning for PID controllers
- In-air testing
  - Vibration sensitivity
  - Effect of large temperature gradients
  - Determination of fiber conductivity

Temperature Change (dB/m)

Length (m)
Current Status

- Continuation of fiber optic benchtop testing
- All major furnace components received
- Minor components now in shipment
- Furnace assembly and installation ~Nov / Dec 2011
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Primary Deliverables

The 3-year project will provide three key deliverables:
1. produce a highly distributed fiber optic network capable of 3D temperature and neutron fluence mapping in the VHTR environment;
2. demonstrate reliability and performance of the proposed sensor network; and
3. provide a computational model to evaluate expected sensor performance and lifetime in VHTR environments, to scale experimental results to VHTR conditions, to optimize sensor network, and to assess VHTR performance taking advantage of the 3D fiber-optics imaging and performance reconstruction.
Key Milestones

Key milestones necessary to achieve the desired goals include:

- Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber.
- Test furnace engineering design with reactor safety board approval.
- Fiber optic sensor design and completion of out-of-core laboratory testing.
- Test furnace fabrication, assembly and completion of out-of-core testing.
- Delivery of sensor strings with connectors to university, installation in test furnace.
- Assembly installation in TRIGA and completion of irradiation test matrix.
- 3D VHTR and TRIGA modeling with representation of distributed sensor network elements, performance reconstruction and optimization of the network design.
- Modeling validation using test measurements and scaling to the prototypical VHTR conditions.

VHTR vs TRIGA Neutron Spectrum

Spectrum not ideal, but sufficient to provide initial sensor performance characterization.
Distributed Sensing with Radiation

Gamma Sensing Fiber
Temperature Sensing Fiber
Neutron Sensing Fiber

Dry Well

Radiation
Temperature
Position
Radiation Source

Each sensing fiber experiences the radiation and temperature though the radiation cross sensitivity is minimized in the Temperature sensing fiber.

Distributed Sensing with Radiation

Gamma Sensing
Temperature Sensing

Neutron Sensing

Position
Position
Position
Temperature Compensation

Temperature increases the noise in the Radiation Calculations

While each fiber measures their fiber temperatures, the Temperature sensing fiber is used to compensate the other two fibers.

After Compensation
13.5.5. TRIGA-Based Experimental Device for Fiber Optics Testing
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Introduction

- Goal: Real-time mapping of the temperature and neutron fluence distribution in proposed NGNP / VHTR cores
- Challenges:
  - Harsh environment (750°C to 850°C coolant outlet)
  - Long refueling cycle (~18 months) - high radiation
- Benefits of Proposed Sensors:
  - Real-time assessment of reactor performance
  - Sensor network can be placed throughout the reactor core (axial and transverse dimensions)
  - Benchmarks for stimulation and analysis codes used in core design and modeling
  - Optimization of design margins
  - Reduced uncertainty in local phenomena assessment / prediction
  - Reduced safety margins in design

The 3-year project will provide three key deliverables:
1. produce a highly distributed fiber optic network capable of 3D temperature and neutron fluence mapping in the VHTR environment;
2. demonstrate reliability and performance of the proposed sensor network; and
3. provide a computational model to evaluate expected sensor performance and lifetime in VHTR environments, to scale experimental results to VHTR conditions, to optimize sensor network, and to assess VHTR performance taking advantage of the 3D fiber-optic imaging and performance reconstruction.
Distributed Sensing

Fiber optic sensors promise to provide detailed distributed measurements.
- Online hot spot determination and flux mapping
- Continuous code validation becomes possible

Test fibers in the operating conditions that would be expected in the VHTR.


Challenges

The TRIGA reactor sits in a pool of light water open to the atmosphere.
- Thermal flux ~ peak at .09 eV
- Low temperatures
- Low thermal fluence rate: $4 \times 10^{12} \text{CFM}^{2.5}$
- Safety and experimental limitations
  - Temperature, thermal storage, size, reactivity


### Challenges

Energy Spectrum

![Graph showing energy spectrum with different lines indicating different conditions.]

### Experimental Design

Design an experimental apparatus to emulate the conditions of a VHTR in a TRIGA reactor for advanced instrumentation testing.

- Operate at ~1000°C
- Sustained operation for 1 year, to a neutron fluence of \(2 \times 10^{19} \text{ n/cm}^2\)
- Accessibility for fiber optics and instrumentation replacement
- Conform to 10 CFR 50.59
  - Required safety criteria for experimental authorization
  - Passive cooling – heater in vacuum
Experimental Design

- Extended from an earlier furnace design from the 70's designed by General Atomics for use in the TRIGA Mark I
  - KING TRIGA designed originally to test fuels – Too small for our purposes
  - Required forced cooling and located in a fuel position

Modeling - Neutronics

MCNP5/X 2.6 was used for simulating the TRIGA reactor and simplified furnace model.

- The model includes the latest cross-section data, thermal scattering data, and
- Temperature data from NSC-written and validated sub-channel code
Modeling - Neutronics

Verification & Validation

MCNP model was scaled to matched Au/Cd flux foils data from the D3 core location.
- Nominal scaling was high by ~5.5%
- Fast (epithermal) to thermal flux ratios were comparable to 13.1%

Absolute fiber optic irradiation time expected to be roughly 230 days.

Used BOL fuel concentrations.

Modeling - Heat Transfer

Started with 1D Matlab script to begin design iterations.
- Radiative heat transfer
- Free convection correlations
- Failure criteria
  - Steam production/stress failure
  - Safety factor of 2.75
  - 2.0 required by facility Tech Specs

Still provides maximum operating conditions for safety controllers.
Modeling – Heat Transfer

Computation continuum mechanics software package used to support analysis of fiber optics.
- STAR-CCM+ v6.02, developed by Cd-adapco

Provides extra temperature data to Matlab script for total thermal storage and allows for behavioral study of furnace operation.

Temperature limited to either:
- ~160°C on aluminum housing
- 1138°C averaged operating temperature

Modeling – Heat Transfer

Verification & Validation

Physics model verification done concurrently with furnace model development –
- Conduction
  - Near perfect agreement, even with poor mesh refinement – max error: 1.169% in surface heat flux
- Forced convection (incomplete)
- Radiation
  - Near perfect agreement, even with poor mesh refinement – max error: 0.79% in surface heat flux
Modeling – Heat Transfer
Verification & Validation

Validation modeling to proceed as fabrication is completed

- Graphite heater in vacuum chamber
- Instrumented with k-type TCs with Nextel coating
- LabView PID controller to interface with power supply and safety systems

Experiments provide better material information
- Resistivity as a function of power/temperature
- Ohmic heating is well approximated with constant volumetric heat generation.
Appendix

Modeling – Heat Transfer
Radiation Validation

- Environmental temperature
- Power leads directly modeled without contact resistance
- Thermocouples not included

Modeling – Heat Transfer
Stress Test

Verify cementing method for power leads and thermocouples.
Verify transient analysis of thermal models.
Modeling – Heat Transfer

Gas physics modeled with V2F non-linear eddy viscosity model, with heat transfer coupling.

Surface to surface radiation modeling, with constant emissivity.

Constant volumetric heat generation in heater and thermal shields.
- MCNPX predicts 14.7 and 21.2 W for the inner and outer shields

Power requirements:
- 390W – \( T_p = 111 \text{C}, T_s = 190 \text{C} \)
- 348W – \( T_p = 100 \text{C}, T_s = 165 \text{C} \)

Current Progress
Furnace Fabrication

Poop.
Current Progress
Pressure Sensor Calibration

Ensure proper safety system response.

Comply with NEUP QA requirements.

Final Remarks
and Conclusions

Key milestones:

- Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber.
- Test furnace engineering design with reactor safety board approval.
- Fiber optic sensor design and completion of out-of-core laboratory testing.
- Test furnace fabrication, assembly and completion of out-of-core testing.
- Delivery of sensor string with connectors to university; Installation in test furnace.
- Assembly, Installation in TRIGA and completion of irradiation test matrix.
- 3D VHTR and TRIGA modeling with representation of distributed sensor network elements, performance reconstruction and optimization of the network design.
- Modeling validation using test measurements and scaling to the prototypical VHTR conditions.
Final Remarks
and Conclusions

Confident that the safety of the TRIGA reactor core will not be impacted by the experiment.

Temperature requirements, following bench top tests, may change, but operation to 1000°C is expected to be achievable.

Temperature fiber optic sensors perform, under normal conditions, as expected. Gamma and neutron fibers test have not yet been done in depth.
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Overview

Sensors for Advanced Reactors
Safety, Reliability, Autonomy, Economics, ...

- Robust in-core measurement systems capable to provide characteristic operational information
- Longevity of sensor performance
- Real time operation
- Ability to predict hot spot formation conditions
3D In-Core Monitoring in Advanced Reactor Environments

Overview

- In-core monitoring challenge – reliable long-term operation in extreme high-temperature high-fluence environments
- Use of fiber optic sensors – direct in-core 3D monitoring for in-core management (loading, hot spots, temperature and fluence maps)

NUCLEAR ENGINEERING

3D In-Core Monitoring in Advanced Reactor Environments

Overview

Distributed Sensor Networks for Online 3D In-Core Monitoring in VHTR Environments

- Collaboration of University, Nat. Lab., Industry
- Texas A&M University, Project Lead
- Luna Innovations, Primary Industry Partner
- General Atomics, Advisor
- Idaho National Laboratory, Advisor

NUCLEAR ENGINEERING
3D In-Core Monitoring in Advanced Reactor Environments

Overview

- Goal: Real-time mapping of the temperature and neutron fluence distribution in proposed NGNP / VHTR cores
- Challenges:
  - Harsh environment (750° C to 900° C coolant outlet)
  - Long refueling cycle (~18 months) – high radiation
- Benefits of Proposed Sensors:
  - Real-time assessment of reactor performance
  - Sensor network can be placed throughout the reactor core (radial and transverse dimensions)
  - Benchmarks for simulation and analysis codes used in core design and modeling
  - Optimization of design margins
  - Reduced uncertainty in local phenomena assessment / prediction → reduced safety margins in design
3D In-Core Monitoring in Advanced Reactor Environments

High-Fidelity Modeling Approach

Objectives

- Predict core behavior
- Develop methodologies for 3D flux (and power density) reconstruction
- Predict hotspots and off-normal conditions with a limited amount of sensors
- Reconstruction will rely on knowledge of the expected core behavior, hence the current focus on high-fidelity modeling

NUCLEAR ENGINEERING
3D In-Core Monitoring in Advanced Reactor Environments

High-Fidelity Modeling Approach

*Methodology and Tools*

- MCNPX whole core modeling with unique block tracking
- Runtime automation to capture core performance
- Sensor modeling using cell flux tallies
- Sensor grid optimization to maximize predictive capability
- Sensor failure effect evaluations

---

**NUCLEAR ENGINEERING**

3D In-Core Monitoring in Advanced Reactor Environments

High-Fidelity Modeling Approach

Hot Spot Migration and Localization with the Core
3D In-Core Monitoring in Advanced Reactor Environments

High-Fidelity Modeling Approach

Reference Flux Distribution Showing Hot Spot location within a Block

Hot Block Location

3D In-Core Monitoring in Advanced Reactor Environments

High-Fidelity Modeling Approach

Sensor Grids for Interpolation Based Reconstruction Approach

Sensor Arrangement 1 (sensors in block centers)

Sensor Arrangement 2 (sensors in block centers and corners)
3D In-Core Monitoring in Advanced Reactor Environments

High-Fidelity Modeling Approach
Sensor Grids for Interpolation Based Reconstruction Approach

3D Sensor Grid

3D In-Core Monitoring in Advanced Reactor Environments

VHTR Environments in TRIGA

Prototype - UA furnace for fuel testing
3D In-Core Monitoring in Advanced Reactor Environments

VHTR Environments in TRIGA

- MCNP model was scaled to matched Au/Cd flux foils data from the D3 core location.
- Nominal scaling was high by ~5.5%.
- Fast (epithermal) to thermal flux ratios were comparable to 13.1%.
- Absolute fiber optic irradiation time expected to be roughly 230 days.
- Used BOL fuel concentrations.

In-Core Environment Reconstruction
3D In-Core Monitoring in Advanced Reactor Environments

In-Core Environment Reconstruction

- Original data set
- Reconstruction

Current Status

Key milestones:
- Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber.
- Test furnace engineering design with reactor safety board approval.
- Fiber optic sensor design and completion of lab-to-core laboratory testing.
- Test furnace fabrication, assembly, and completion of ultra-core testing.
- Delivery of sensor strings with connectors to university; installation in test furnace.
- Assembly installation in TRIGA and completion of irradiation test matrix.
- 3D VHTR and TRIGA modeling with representation of distributed sensor network of elements, performance reconstruction and optimization of the network design.
- Modeling validation using test measurements and scaling to the prototypical VHTR conditions.
3D In-Core Monitoring in Advanced Reactor Environments

Conclusions

High fidelity simulations indicate that the furnace assembly should be capable of containing VHTR in TRIGA. The furnace allows the sensor location to reach 1000°C while being completely shielded from the TRIGA.

Calculations indicate that no active heat removal system will be required to maintain TRIGA safety settings (650°C).

The simulation methodology and reconstruction techniques have been developed for sensor array optimization studies targeting in-core 3D monitoring options.

The grid sampling case using 1150 sensors in a grid pattern is sufficient for hot spot location at standard operating conditions.

The irradiation testing results and final project conclusions will be presented at the ANS annual meeting in 2011, stay tuned!

3D In-Core Monitoring in Advanced Reactor Environments
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Fiber optics-based sensing for real-time 3D in-core monitoring in NGNP/VHTR environments

Overview

Small and medium sized advanced reactors
Safety, reliability, autonomy, economics, ...

- Robust in-core measurement systems capable to provide characteristic operational information
- Longevity of sensor performance
- Real time operation
- Ability to predict hot spot formation conditions

Overview

- In-core monitoring challenge - reliable long-term operation in extreme high-temperature high-fluence environments
- Use of fiber optic sensors - direct in-core 3D monitoring for in-core management (loading, hot spots, temperature and fluence maps)
Fiber Optics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

Overview

Collaboration of University, Nat. Lab., Industry
Texas A&M University, Project Lead
Luna Innovations, Primary Industry Partner
General Atomics, Advisor
Idaho National Laboratory, Advisor

Goals:
- Goal: Real-time mapping of the temperature and neutron fluence distribution in proposed NGNP / VHTR cores
- Challenges:
  - Harsh environment (750° C to 950° C coolant outlet)
  - Long refueling cycle (~18 months) – high radiation
- Benefits of Proposed Sensors:
  - Real-time assessment of reactor performance
  - Sensor network can be placed throughout the reactor core (axial and transverse dimensions)
  - Benchmarks for simulation and analysis codes used in core design and modeling
  - Optimization of design margins
  - Reduced uncertainty in local phenomena assessment / prediction
  - Reduced safety margins in design

NUCLEAR ENGINEERING
Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

Overview
The 3-year project will provide three key deliverables:
1. produce a highly distributed fiber optic network capable of 3D temperature and neutron fluence mapping in the VHTR environment;
2. demonstrate reliability and performance of the proposed sensor network; and
3. provide a computational model to evaluate expected sensor performance and lifetime in VHTR environments, to scale experimental results to VHTR conditions, to optimize sensor network, and to assess VHTR performance taking advantage of the 3D fiber-optics imaging and performance reconstruction.

Fiber optic sensors will be used to monitor:
- Total Neutron Fluence
- Gamma Flux
- Temperature

The sensor interrogation uses an Optical Backscatter Reflectometer (OBR™) system.

The OBR measures the Rayleigh Backscatter of the optical fiber.

Strain, temp., etc. cause Rayleigh fingerprint shift in the measurement between perturbations leads to a shift in optical frequency.

Radiation and Temperature stimuli change the Rayleigh backscatter of the optical fiber.
Fiber Optic Sensors

Fiber optic sensors promise to provide detailed distributed measurements.

- Online hot spots determination and flux mapping
- Continuous code validation becomes possible

Test fibers in the operating conditions that would be expected in the VHTR.

Emulation of VHTR Conditions in TRIGA

The TRIGA reactor sits in a pool of light water open to the atmosphere.

- Thermal flux ~ peak at .09 eV
- Low temperatures
  - Fuel ~ 390°C
  - Coolant ~ 26°C
- Low fluence rate ~ 4e12 n/cm²/s
- Safety and experimental limitations
  - Temperature, thermal storage, size, reactivity
Emulation of VHTR Conditions in TRIGA

Design an experimental apparatus to emulate the conditions of a VHTR in a TRIGA reactor for advanced instrumentation testing.

- Operate at +1000°C
- Sustained operation for 1 year, to a neutron fluence of 2e19 n/cm²
- Accessibility for fiber optics and instrumentation replacement
- Conform to 10 CFR 50.59
  - Required safety criteria for experimental authorization
  - Passive cooling – heater in vacuum
Emulation of VHTR Conditions in TRIGA
FiberOptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

High-Fidelity Modeling Approach

Validation Efforts

- LEU-HTR PROTEUS
- HTTR Program
- HTR-10 Program
- FSV Data
- Other (History Data)

Validation and Verification
- Experiment-to-Code
- Code-to-Code
- Sensitivity/Uncertainty
- Modeling Reliability
Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

In-Core Testing

Key milestones:
1. Development of theoretical approach to estimating neutron fluence distributed along the length of the sensing fiber.
2. Test furnace engineering design with reactor safety board approval.
3. Optical sensor design and completion of out-of-core laboratory testing.
4. Test furnace fabrication, assembly, and completion of out-of-core testing.
5. Delivery of sensor strings with connectors to university; installation in test furnace.
6. Assembly, installation, and completion of irradiation test marker.
7. 3D VHTR and TRIGA modeling with representation of distributed sensor network elements, performance reconstruction and optimization of the network design.
8. Modeling validation using test measurements and scaling to the prototypical VHTR conditions.
Fiberoptics Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

In-Core Testing – High Temperature Furnace

The furnace is capable of an automatic startup triggered by a user input followed by a swap to a auto controller.

The transition limits the temperature gradient from exceeding 0.2 °C/s and prevents overshoot to less than a degree.

In-Core Testing – High Temperature Furnace

Full day operation of the high temperature furnace.
Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

In-Core Testing – Fiberoptics vs. STAR-CCM+

- Largest discrepancies are at the axial ends of the graphite due to model assumptions
- Measurements were affected by vibrations due to natural circulation cooling
- The shape of the temperature distribution does not match closely model predictions
- Absolute values were affected by material effects and their interpretation by the fiberoptics data acquisition software

Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

In-Core Testing – Fiberoptics Lifetime

- 12 sensors were available for irradiation within the probe (4 of each type – temperature, gamma, neutrons)
- 2 temperature sensors failed initial thermal stressing at startup
- 2 gamma sensors failed as a result of 3-month irradiation (at the 5.8e10 n/cm² fluence reached)
- The failure is likely due to material swelling
- Both types of failures occurred with the same characteristics of increased return loss
Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

In-Core Testing – Positioning and Processing

In-Core Environment Reconstruction

NUCLEAR ENGINEERING

Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

In-Core Testing – Positioning and Processing

Hot Spot Migration and Localization within the Core

NUCLEAR ENGINEERING
Fiberoptics-Based Sensing for Real-Time 3D In-Core Monitoring in NGNP/VHTR Environments

In-Core Testing – Positioning and Processing

Peaking Factor Evolution during Operation

NUCLEAR ENGINEERING

Fast flux hot spot localization
(0.1 < E < 6 MeV)

Thermal flux hot spot localization
(0 < E < 1.0 E-6 MeV)
Conclusions

- The gained experience indicate potential opportunities for future applications, especially in the environments which would be either physically hostile or geometrically challenging for traditional sensing technologies.

- Distributed sensing allows gathering more robust data during reactor operation which is essential not only for predictive safety monitoring but also for competitive reliability and economics.

- The project was focused on NGNP/VHTR but the analyzed fiberoptics sensing and 3D in-core monitoring via distributed sensing are of paramount value for LWRs, emerging SMRs and all advanced reactors.
Conclusions
The noted challenges include excessive dependencies of sensing system performance characteristics on:
- vibrations due to thermo-mechanical core characteristics,
- noise effects,
- internal fiberoptics material effects,
- accompanying software components to recover and interpret measured performance characteristics,
- frequent calibration needs.
These challenges will have to be resolved in future R&D efforts.
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Distributed Sensing

Luna’s Approach – High Definition Sensing

Regions of distributed sensing can be defined as well

Extremely useful observing how strain changes continuously over a region

Small, localized events can be observed, where larger foil gauges would have averaged, and washed out the response
Behind the scenes

In each segment, the intensity of the scatter is recorded as a function of wavelength, or optical frequency.

The scatter is unique to each segment, thus a ‘fingerprint’

Distributed Sensing with Radiation

Each sensing fiber experiences the radiation and temperature though the radiation cross sensitivity is minimized in the Temperature sensing fiber.
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Introduction

HTR background
- Brief history of HTRs
  - DRAGON (1966): 20 MW
  - Peach Bottom (1967)
  - AVR (1967): pebble bed
- This work uses three ring VHTR based off of the INL NGNP design
- HTR advantages: flexible in their neutronic design, can be engineered to be intrinsically safe

Introduction

Need for new sensors
- Potential in-core sensors include
  - Fission chambers
  - Self-powered neutron detectors (SPNDs)
  - Fiber optic sensors
- Current generation fission chambers and SPNDs are not capable of surviving for prolonged periods in the high temperature environment of HTRs
- Fiber optics can survive in high temperatures. They have been used as temperature sensors for some time; however, recently a method for using them as neutron detectors was suggested.
- Fiber optics yield significantly more data than other sensors since they record data along their entire length.
**Applied Models**

**Core overview**
- Prismatic blocks stacked into a cylinder
- Graphite is used as primary structural material
- Active core region is annular
- Graphite inner reflector provides a large heat sink
- Helium selected as a coolant because it is chemically inert
- Electricity generation options: direct Brayton cycle, secondary loop with a Rankine cycle

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>600 MWth</td>
</tr>
<tr>
<td>Fuel</td>
<td>UO₂</td>
</tr>
<tr>
<td>Moderator</td>
<td>Graphite</td>
</tr>
<tr>
<td>Coolant</td>
<td>Helium</td>
</tr>
<tr>
<td>Coolant pressure</td>
<td>7.12 MPa</td>
</tr>
<tr>
<td>Core inlet temperature</td>
<td>490 °C</td>
</tr>
<tr>
<td>Core outlet temperature</td>
<td>1000 °C</td>
</tr>
<tr>
<td>Core diameter</td>
<td>7 m</td>
</tr>
<tr>
<td>Core height</td>
<td>10.7 m</td>
</tr>
</tbody>
</table>

**Applied Models**

**Core Geometry**

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel Blocks</td>
<td>1020 (170 unique)</td>
</tr>
<tr>
<td>Operational Control Rods</td>
<td>35</td>
</tr>
<tr>
<td>Startup Control Rods</td>
<td>12</td>
</tr>
<tr>
<td>Reserve Shutdown Channels</td>
<td>6</td>
</tr>
<tr>
<td>Power</td>
<td>600 MWth</td>
</tr>
<tr>
<td>U Enrichment</td>
<td>15 at. %</td>
</tr>
</tbody>
</table>

Cross-sectional views of the core. Fuel blocks are color-coded according to their burnable material.
**Flux Reconstruction**

**Problem statement**
- Given flux measurements at discrete locations within the reactor, can the full flux distribution be reconstructed?
- Fiber optic sensors run the full length of the core, so measurement in $z$ is continuous

![Diagram of flux reconstruction](image)

**Goals**
- Accurate reconstruction of the full-core thermal neutron flux with special emphasis on the location and magnitude of the neutronic hot spot.
- $\| \hat{\phi}_{\text{reconstructed}} - \hat{\phi}_{\text{actual}} \|_2$
- Reconstruction residual $= \| A_{\text{reconstructed}} - A_{\text{actual}} \|$
- Relative error $= \frac{A_{\text{reconstructed}} - A_{\text{actual}}}{A_{\text{actual}}}$
- Percent error in $\phi(x_{\text{hot}})$: $\frac{\phi_{\text{reconstructed}}(x_{\text{hot}}) - \phi_{\text{actual}}(x_{\text{hot}})}{\phi_{\text{actual}}(x_{\text{hot}})} \times 100$
- Error in hot spot $z$ coordinate $= z_{\text{actual}} - z_{\text{predicted}}$
- Two different algorithms were investigated: interpolation and POD
Interpolation Theory

Overview
- Interpolation is the most straightforward method, but how accurate is it?
- Sensor locations will be related to the hexagonal lattice.
- Interpolation on unstructured grids

Interpolation Theory

Summary
- Construct a mesh whose simplexes are located at the flux measurement locations and interpolate.
- Mesh generation algorithms abound; however, Delaunay triangulations work just fine.
- Barycentric coordinates are commonplace in computational geometry, thus there is plenty of existing software that does the aforementioned calculations. In this work Matlab was used.
POD Theory

Proper orthogonal decomposition
- Has connections to image compression
- In engineering, often used in conjunction with Galerkin projection to form low order models
- Used to analyze time-series data

* Eulerian Model Anomaly & Closure Methods, Stanford University, CEM 365 course notes

POD Theory

Proper orthogonal decomposition
- Given time-series data, POD can be used to represent this data in the following form:

\[ \phi(\mathbf{x}, t) = \sum_{k=1}^{M} \sigma_k(t) \psi_k(\mathbf{x}) \]

- The POD modes, \( \psi_k \), sometimes referred to as empirical eigenfunctions, are found with the singular value decomposition. Data from \( m \) spatial locations at \( N \) different times are stored in matrix \( A \) taking the singular value decomposition: \( A = U \Sigma V^T \)
- \( U \) is an \( N \times N \) orthogonal matrix, \( \Sigma \) is an \( N \times m \) matrix whose only nonzero elements lie on its diagonal, and \( V \) is an \( m \times m \) orthogonal matrix.
- The columns of \( V \) are used as the POD modes.
POD Theory

Gappy reconstruction
- Sensors only measure a small subset of the data. How to accurately find all $a_k$?
- Previous researchers have called this gappy reconstruction
- Let $\Phi$ be a vector that contains the scalar flux at all locations in the domain at a moment in time. Let $n$ be a mask vector, the same size as $\Phi$, that contains 1 at sensor locations and 0 elsewhere.
- The data from the sensors is then $(n, \Phi)$, where $(\cdot, \cdot)$ represents pointwise multiplication.
- Define the gappy inner product $(a, b)_n = [(n, a), (n, b)]$
- And the gappy norm $\|a\|_n^2 = (a, a)_n$

POD Theory

Gappy reconstruction
- Given a set of gappy data, $g = (n, \Phi)$, find a reconstructed field, from the POD basis
  $\hat{g} \approx \sum_{k=1}^{M} a_k \psi_k$
- Seek $\hat{g}$ that minimizes:
  $\|g - \hat{g}\|_n^2$
- The above expression is differentiated w.r.t. each $a_k$ to yield the following system of equations
  $M a = f$
  where $M_{ij} = (\psi^i, \psi^j)_n$ and $f_i = (g, \psi^i)_n$
- Solve for $a$, calculate $\hat{g}$, use $\hat{g}$ to fill in missing entries from $g$
Flux Reconstruction Performance

FOMs
Review the FOMs used to quantify reconstruction algorithm performance
- norm of error in hot spot location = \| \mathbf{x}_{\text{reconstructed}} - \mathbf{x}_{\text{actual}} \|_2
- reconstruction residual = |A_{\text{reconstructed}} - A_{\text{actual}}|
- relative error = \frac{|A_{\text{reconstructed}} - A_{\text{actual}}|}{A_{\text{actual}}}
- percent error in \phi (x_{\text{hot}}) = \frac{\phi_{\text{reconstructed}}(x_{\text{hot}}) - \phi_{\text{actual}}(x_{\text{hot}})}{\phi_{\text{actual}}(x_{\text{hot}})} \times 100
- error in hot spot z coordinate = z_{\text{actual}} - z_{\text{predicted}}

These FOMs are calculated at each time step. In order to make visualization and comparison easier, they may be averaged over time. For FOMs that may be positive or negative, the absolute value is taken before averaging.
These FOMs can be calculated for the whole core flux or just the flux in the active core region.

Flux Reconstruction Performance

Interpolation
- In order to test the interpolation algorithm, sensors were placed in all blocks of the inner reflector, all blocks of the active core, and one ring of the outer reflector.
- Within each block, six different sensor configurations were considered:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Pitch [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.0</td>
</tr>
<tr>
<td>B</td>
<td>3.25563</td>
</tr>
<tr>
<td>C</td>
<td>6.511125</td>
</tr>
<tr>
<td>D</td>
<td>8.138907</td>
</tr>
<tr>
<td>E</td>
<td>11.39447</td>
</tr>
<tr>
<td>F</td>
<td>13.02225</td>
</tr>
</tbody>
</table>
Flux Reconstruction Performance

POD Performance

POD modes

Flux Reconstruction Performance

POD Performance

Singular values

Singular values decrease in magnitude rapidly before leveling off. There is a noise floor in the data due to the Monte Carlo solution method.
Flux Reconstruction Performance

POD Performance

Number of modes used in reconstruction
- Vary number of POD modes used during the reconstruction.
- Two cases: all time steps to create the POD basis, half of the time steps used to create the POD basis $A = UV^T$
- The second test case is important because in reality, the flux distribution in the reactor will not be an exact match to one of the simulation results.

All | Half

Flux Reconstruction Performance

POD Performance

Number of modes used in reconstruction
- As expected, using all modes perfectly reconstructs the data.
- In reality, the in core flux distribution will not be a perfect match to one of the snapshots used to generate the POD basis. This is simulated by only using half (every other) snapshot when generating the POD basis.
- Only using half of the modes still outperforms the interpolation based reconstruction, especially in the % error in true hotspot magnitude FOM.
- POD results only compare directly to the interpolation results for the zero-pitch arrangement.
- All remaining POD reconstruction results use the POD basis generated from half the data.
Flux Reconstruction Performance

Pod Performance

Pod different sensor arrangements

- The high accuracy of the Pod method using a single sensor at each block center suggests that even fewer sensors could be used

Arrangement 1

Arrangement 2

Arrangement 3

Arrangement 4

Arrangement 5

Arrangement 6

Flux Reconstruction Performance

Pod Performance

Pod different sensor arrangements

- Reconstruction algorithm run using all 15 modes of the half snapshot Pod basis
- From the avg. RE FOM, it is clear that all perform similarly. This is in contrast to the interpolation algorithm where simply changing the sensor pitch adjusted the average RE by ~1%
Flux Reconstruction Performance

POD Performance

Summary of results for different sensor arrangements

- There isn’t a big difference in any of the FOMs
- Once again, the z coordinate of the hot spot is predicted very well, but it’s (x,y) coordinates are not.
- Interesting that arrangement 1 does clearly perform better than the others, even though it contains the most instrumented blocks
- While the margins are slim, arrangements 3 and 5 reproduce the true hot spot’s magnitude most accurately.

Flux Reconstruction Performance

Noise and sensor failure

- What happens when there is noise?
- Uniform noise was added to the sensor signals
  
  \[ \Phi_{\text{noisy}} = \Phi + \alpha \cdot \pi \cdot \Phi \]

  where \( \cdot \cdot \cdot \) indicates point-wise multiplication, \( \Phi \) is a \( m \times 1 \) matrix containing the flux measurements, \( \alpha \) is a \( m \times 1 \) matrix whose entries individually randomly chosen to be 1 or -1, \( n \) is the error to be introduced by the noise, and \( \pi \) is a \( m \times 1 \) matrix of random values between 0 and 1
- Interpolation algorithm was run using sensor arrangement 1 with pitches A and E
- POD algorithm was run using sensor arrangement 5, but with a varying number of modes
Flux Reconstruction Performance
Noisy Reconstruction

Conclusions
- The POD method clearly outperforms the interpolation method in the avg. RE and true hot spot magnitude FOMs.
- They perform similarly on the hot spot location error metrics. Small levels of noise (< 3%) have almost no effect on POD reconstruction, but after that threshold reconstruction error increases.
- Regarding the number of POD modes used: reconstructions using fewer modes are less affected by noise, but have initially lower accuracy.
Flux Reconstruction Performance

What if sensors fail?
- Sensors were failed deterministically, according to their closeness to the true hot spot location
- Cases were run for POD using all 15 modes from the half snapshot basis
  - All sensor configurations were tested
- Cases for interpolation were not run because interpolation clearly fails as it has no way of filling in the lost data

Flux Reconstruction Performance

Sensor Failure

Conclusions
- Sensor failure does not have a large effect on the performance of the POD algorithm.
- Sensor arrangements using even few sensors could be considered.
Summary/Conclusions

- Interpolation and POD were investigated as flux reconstruction techniques because they do not rely on diffusion models.
- POD appears to have better performance, although it relies in pre-computed snapshots of the neutron flux. The accuracy of the POD method would degrade rapidly if the reactor flux distribution was significantly different than the snapshots.
- The exact location of the hot spot is hard to predict. Due to core symmetry, there should be 6 locations in the core that contain the hot spot. In a real system stochastic phenomena would remove the perfect symmetry in the flux distribution. In a Monte Carlo simulation, the stochastic solution process removes the perfect symmetry.
  - All 6 theoretical hot spots would have the same z coordinate. The reconstruction algorithms are effective at predicting the z coordinate.
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1 Introduction

Reactor core monitoring is often plagued by restrictions on instrumentation systems development. The harsh temperature and radiation environment imposes significant engineered material challenges, especially in the proposed Very High Temperature Reactors [1,2]. There are also substantial geometrical limitations on the use of conventional systems. The sheer size of the detector and power/signal cabling requires large penetrations and special constraints for use of those detectors.

Fiber optic instrumentation technologies for reactor environments have recently emerged at the levels of maturity allowing in-core exploratory testing. These can potentially relieve concerns of the radiation and temperature environment and provide the capability to enter, with a very small footprint/cross-section, nearly any geometrical configuration for continuous, distributive detection of neutron, gamma, and temperature measurements [3]. These have already been in use for some time in measuring temperature and strain along a continuous path for other applications. Without going into the details of this form of measurement, it is the objective of this DOE NEUP funded project to test these fiber optics in an environment similar to those found in gas-cooled very high temperature reactors such as those proposed for NGNP [4,5,6]. This requires a high temperature environment with high neutron and gamma radiation fields, in which their usability has already been demonstrated for low temperatures.

Achieving the high temperatures within a reactor environment, namely the Texas A&M University's Nuclear Science Center, requires a heated irradiation device. Therefore, a furnace was designed for use within the TRIGA reactor core for continuous operation at power without impact to the safety of the reactor core, fuel cladding, and the facility personnel.

This safety analysis report provides the safety case and justification for the "Distributed Fiber Optic Sensor Network for Online 3D Temperature and Neutron Fluence Mapping in a VHTR Environment" project. It is proposed to test these fiber optic sensors at 1000°C as they are irradiated in the Nuclear Science Center (NSC) TRIGA reactor. The required neutron and gamma fluences for the testing of the fiber optic are $2 \times 10^{12}$ n/cm$^2$ and 87 Grad. The NSC reactor has relatively low neutron flux, measured to be between $3 \times 10^{12}$ and $4 \times 10^{12}$ n/cm$^2$; consequently, the test article must be irradiated for a significant amount of time. The experiment is scheduled to be in operation for an entire year, ideally, from one maintenance period to the next. However, the experiment end in May 2013. For this test, a furnace must be designed to operate in a pool environment for said amount of time and must not affect the integrity of the fuel cladding or phase of the surrounding coolant.
Overview

The furnace design concept borrows from the TRIGA King furnace developed by General Atomics, shown in Figure 1, for use in the Mark I TRIGA reactor [7]. This particular furnace is used for irradiation of small fuel samples at high temperature up to 1800°C in a single fuel element location. See Figure 2 for a core schematic. The King furnace requires active cooling systems, supplied by a helium port, and there are no available testing locations or penetrations that are sufficient for fiber optic test species. A new furnace design was developed which accommodates passive cooling through radiative and free-convective heat transfer. In addition, the proposed furnace design employs more spatial availability for irradiation samples. Like the King furnace, there are thermal shields in the proposed design; however, lacking molybdenum availability imposed niobium instead. Table 6 in the Appendix provides a characteristic overview over both furnace concepts.

Figure 1: Schematic of the TRIGA King furnace [7].
Figure 2: A schematic of the nuclear science center reactor core.

Note: Each core location is designated by cluster location (e.g., 5C) and by one of four positions in the cluster. See the following example:
In Figure 3, the furnace assembly is shown. The fiber optic probe, which is constructed by Luna Innovations, is at the radial centerline of the furnace. The probe consists of a 1/4" niobium tube and houses four quartz ferrules for supporting the fiber optics. Each ferrule contains four fiber optic sensors (see Figures 19 & 20 in the Appendix). Surrounding the probe is a custom designed graphite resistive heater fabricated by Poco Graphite. Two molybdenum connections are threaded and epoxied into the graphite with Durabond 950 from Cotronics. These are silver-soldered to 1/4" copper power leads, purchased from Kurt Lesker, providing both structurally and electrically robust contacts. The power leads are “soldered” to the element cap with Alumiweld, which is widely available. Radially outward from the graphite heater, are two custom niobium thermal shields. These are purchased from Admat and are supported concentrically via an alumina support from Cotronics. Completing the furnace is the vacuum boundary (Furnace Structure) and thermocouple feedthroughs (not shown) fabricated by Conax Buffalo. The furnace element cap is machined and fabricated with a lead gasket groove and the lead gasket is made by melting pure lead into that groove. All sealing surfaces are then smoothed and polished to provide maximum sealing capability.

The void tube completes the whole furnace by providing the pressure boundary against the water and the ultimate boundary against damaging fuel. The diameter of the void tube is limited to a single reactor grid location. Grafoil thread sealant is used exclusively for all threaded connections expected to be within the radiation field. Alumina paste, Resbond 920 from Cotronics, is used for connecting thermocouples to the graphite heater. The grid adapter is hollow and filled with lead to bring the entire furnace assembly to a neutrally buoyant condition within the reactor pool.

In Figure 2, the proposed furnace locations are D1 and E2. These locations are determined by various criteria: maintaining the highest possible flux while not affecting reactor operation, experimental locations, and detector response.
The primary design constraints imposed on this system are:

- internal operating temperature of 1000°C
- external operating temperature less than 524°C
- void tube outer diameter for 3.25 in.

The parameters that were determined:

- void tube and furnace structure tube wall thickness
- furnace and void tube height
- graphite heater cross-section and positioning
- thermal shield material, size, and number
- wire gauge

The rest of the design followed simply as a to support the furnace and various safety systems.
3 Engineered Safety Systems

With a system of this nature within a reactor core, there is concern for the safe operation of the reactor. Successfully deploying a high temperature pressure vessel in operation to neighboring reactor fuel can be a daunting task.

In considering the safety margins provided by a larger experimental location, the original concept of using a fuel element location (the approach used by General Atomics with the King TRIGA furnace) was scrapped in favour of a grid location. This increase in available space allows for the implementation of a void tube. The void tube serves several functions. The first is to provide a secondary pressure boundary for the furnace to prevent damage to fuel. Additionally, the void tube displaces water to help bolster a fast neutron flux for a closer comparison to the desired reactor environment of the Very Higher Temperature Reactor (VHTR). Finally and least obvious, the increase in space allows for more instrumentation to be installed for better monitoring of the system.

The void tube is pressurized with helium above the hydrostatic pressure to prevent water leakage into the furnace; the leakage of helium can be used to monitor the integrity of the tube during the irradiation. All of the related safety systems and limits are established to maintain the integrity of the void tube.

3.1 System Limits

System design requires that safety limits are established and adhered to throughout the design process. It is imperative that the safety limits reflect the allowed operational constraints to prevent the failure of the engineered system for probable modes of failure.

3.1.1 Pressure

Limits on the operational pressure and temperature of the furnace are implemented to prevent any lose of integrity to the system. Pressure is limited in both high-pressure and low-pressure states.

The low-pressure limit, of 25 psig, is the hydrostatic pressure at the bottom of the void tube. If pressure drops below 25 psig, the furnace will automatically shutdown. This low pressure condition is expected if the main helium supply empty, valves are not properly aligned, or leakage is not adequately replenished by the main supply due excessive leakage out through a stuck-open relief valve, or any number of leaking opportunities. As illustrated through the report, prevention water ingress is the primary concern due to potential steam production; however, the introduction of air also an issue because of the reaction with graphite to form carbon monoxide. Consequently, this will degrade the graphite heater performance. All gases are exhausted to the central exhaust, so carbon monoxide is not a biological issue.
The failure pressure of the void tube is calculated to be 545 psig (with a safety factor of 3.5); however, due to the many fitting limitations on the over-pressure system, the relief pressure is set to 55 psig. There are various relief valves implemented to preclude reaching this pressure, see the later section on this. The high-pressure relief condition is expected to be reached during startup conditions of the furnace, changes in environmental temperature, or if there is vaporization within the void tube. If pressure is unable to be maintained, a pressure setting of 65 psig for automatically shutting down the furnace has been implemented.

Automatic shutdown of the furnace can not be ensured by digital control systems, so pressure switches are implemented on the void tube pressure side that at capable of opening a relay on the 3-phase power to the power supply. The relay is normally open and power to the relay is supplied through a series circuit with the pressure switches. This ensures that any one off-condition will cause furnace to shutdown.

### 3.1.2 Temperature

Currently, without a fabricated furnace to verify modeling, there are three temperature limitations implemented. The first of these is the peak graphite heater temperature, which is measured by thermocouples installed directly on the resistive heater. The other three limitations are of minor safety concern: the furnace wall temperature, and the element cap temperature.

The graphite temperature indicates the operating temperature of the furnace and therefore the total thermal storage of the system. While 1000°C operation is the design limit, operation of the graphite at 1252°C would indicate that the thermal storage in all structures would be great enough to cause a water-steam rupture of the void tube, see later section for more details. Due to possible modeling errors due to various unknown contact resistances, emissivities, etc., the limitation is set to 1152°C to provide sufficient protection for the system and allow for heat temperature over-shoot.

The furnace wall temperature limitation is in place as a results of potential thermal creep in the structural material used for the furnace - Aluminum 6061-T6. This limitation is 50% of the absolute melting temperature, which is imposed since the void tube and furnace will have a pressure differential of 1 atm and 3 atm, respectively. The melting temperature is 587.8°C which corresponds to a creep limit at 430°C. This limitation is fairly arbitrary since thermal and radiation induced creep limitations are somewhat application specific rules of thumb. Reference 8 indicates, with some extrapolation, that the failure time at 1MPa pressure differential and 260°C will result in a creep rupture in 1.37e6 hours or 57083 days, see Figure 4. This extrapolated failure time is an exponential fit. Therefore, it is expected that this will not be a realizable failure mode. Favorably, irradiation effects on Al-6061 will improve the stress resistance characteristics [9].
Figure 4: Time to rupture for Al 6061 T6 at 260°C as a function of pressure.

The furnace cap temperature limitation is applied to protect the fiber optic probe. The probe feedthrough has a limitation of 150°C. The lead gasket melting temperature is roughly 327°C, so this is not a limiting condition. It is not expected that the cap will reach 150°C.

All of the temperature limitations are enforced by the LabView digital controller, which monitors the temperature and input current. When a signal for any high temperature alarm is encountered, the controller will forcefully scale down the output current of the power supply.

3.2 Overpressure System

A system for providing higher-than-hydrostatic pressure has been designed and implemented for the void tube to prevent water leakage. As indicated previously, this system’s purpose is to monitor the void tube integrity and to prevent rupture of the furnace by making water ingress impossible due to the pressure differential. This system vents to the building central exhaust to allow for radiological monitoring via the facility air monitors. The pressure is maintained by a single-stage mechanical regulator with a high-purity helium supply. There are three pressure relief mechanisms: a power-operated solenoid relief valve that is wired with a pressure switch that activates at 50 psig and two spring-loaded relief valves from Swagelok that are set at 55 psig and 65 psig.

Figure 5 shows the over pressure system as designed and built at the NSC. It features three main components: the main supply, void tube, and pressure relief to the central exhaust. The main supply has a single-stage mechanical regulator (VR1) that maintains the pressure in the line. There are various isolation valves for maintenance on the void tube and system itself (VMV1-4). There is a power-operated solenoid (VSV1) that is actuated by a pressure switch (VPS3). This is set to open at 350 kPa, ideally for relieving pressure during thermal transients of the furnace. There are two spring-loaded relief valves (VSRV1/2) that open at higher pressures for evacuating the system during large pressure transients and to provide a passive means of pressure relief were the solenoid to fail. There is a manual relief valve that was an air dryer for relieving the system for maintenance. The air dryer (not shown) provides moisture monitoring of the over-pressurization system. Quick disconnects (VQC1/2) at the bridge-side allows operators the capability to easily
disconnect the system to move the reactor bridge and to allow for the removal of the furnace. A procedure for this is provided, see the later section.

Ideally, pressure will be on the system throughout the weekend to ensure that there is no water leakage.

Figure 5: Over pressure system on the void tube.
4 Modeling and Analysis

The design of the furnace went through separate phases. These phases included scripted thermal analysis using MATLAB scripts and final modeling with STAR-CCM+ [10] and MCNP [11]. MATLAB provided solutions to the number of thermal shields required given input parameters of tube dimensions (from available stock) and temperature limitations from above calculations. This is performed as a single dimension calculation. The STAR-CCM+ model provided a final 3D representation of the temperature distributions and verification of analytical calculations with MATLAB (and vice versa). Finally, MCNP provided capture heating terms within the niobium thermal shields implemented in the STAR-CCM+ model and determined the expected irradiation times and reactivity insertions.

4.1 Thermal Analysis

The initial thermal analysis was performed with analytical treatments. This provides instant feedback in the analysis and design phase and provides for many of the design needs based on system constraints. The worst-case condition of operation for the furnace is expected, from a safety standpoint, to be steady-state operation at 1MW as compared to reactor pulsing. This is due to higher heat generation in neighboring fuel. With this higher heat flux out of the fuel pin, the coolant temperature is higher than seen in a pulse and the reduction of cooling due to voiding has a much more significant impact. Fluences rates do not affect the furnace in any safety calculations; only the total fluence will determine material degradation and a pulse does not contribute significantly to the total fluence.

Thermophysical data, shown in Table 1, come from a variety of sources, including various radiative heat transfer handbooks that are approximations. The following table summarizes the data used, with typical SI units used.

Here are a few important observations on the data summarized in the table below. Aluminum has a high thermal expansion compared to the other materials used in the furnace design. This results in non-uniform expansion of the furnace-internals during operation and has been compensated by allowing for designing components that are only radially supported, like the alumina silicate supports, so they move freely in the axial direction. Tolerances on the fabricated pieces are such that there is radial room to expand without contacting structural components.

<table>
<thead>
<tr>
<th>Table 1: Tabulated thermophysical data used in calculations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Property</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>Expansion Coefficient</td>
</tr>
<tr>
<td>Emissivity</td>
</tr>
<tr>
<td>Yield Stress</td>
</tr>
<tr>
<td>Resistivity (ohm-cm)</td>
</tr>
</tbody>
</table>
A sensitivity study was not performed to determine the accuracy needs of these data; however, if bench-top tests conclude there are issues in the design - this analysis will be performed to determine which thermophysical properties need to be examined more closely.

4.1.1 Governing Equations

This section covers the model and methods used in the thermal analysis. These are an iterative set of solvers that determine the temperature distributions, failure pressure of the void tube and furnace for a given wall thickness, and the required amperage for ohmic heating of the graphite heater to maintain the proper heat flux.

4.1.1.1 Determining Temperature Distributions

Simple single-dimensional relationships are used for determining the temperature distributions within the furnace and void tube.

The following assumptions are made within these calculations:

- furnace is in perfect vacuum
- thermophysical properties remain constant
- emissivity is not a function of wavelength (gray radiative boundary)
- surface temperature of furnace structure must remain below 150°C

The last assumption was made to account for an incomplete understand of the heat transfer between the furnace and void tube. Empirical natural convection relationships were used originally, but the results varied significantly among the different models so, this 150°C temperature limit was applied as a conservatism and to reduce any thermal creep issues that might arise.

An initial estimate of the thermal power of the heater is made and is used to determine the surface temperature of the heater and internal temperature of the first thermal shield:

\[
Q_h = \frac{\sigma A_h (T_h^4 - T_{a,i}^4)}{1 - \varepsilon_h + \frac{1 - \varepsilon_s}{\varepsilon_s A_h + \varepsilon_s A_{a,i}}}
\]

where subscript \( h \) indicates the heater and \( si \) is the inner portion of the shield. This is repeated for each thermal shield to the aluminum furnace surface. The conductive heat is solved through each shield with:

\[
T_{as} - T_{ai} = \frac{Q \ln \left( \frac{T_0}{T_i} \right)}{2 \pi H k}
\]
were subscript \( i \) is the inner surface and \( o \) is the outer surface. Iteratively, then the thermal power and temperatures are solved and forced to a self-consistent solution. The iterations end when the heat flux out of the aluminum wall is equal to the heat flux out of the graphite heater such that:

\[
\frac{q_{\text{graphite surface}} - q_{\text{aluminum wall}}}{q_{\text{graphite surface}}} < 10^{-5}
\]

### 4.1.1.2 Determining System Pressure Limits

The failure pressure calculation imposes a few assumptions:

- thin-walled pressure vessel
- constant thermophysical properties
- water properties (from IAPWS IF-97) at limiting pressure

Given the geometrical constraints on the furnace, the limiting pressure can be determined with a safety factor:

\[
\sigma_i = \frac{\sigma_y}{SF}
\]

\[
P_{\text{fail}} = \frac{\sigma_i t}{r_i} P_{\text{sat}}
\]

It is assumed that the perfect mass of water is introduced into the system such that the all of the thermal energy (from operational temperature to room temperature) in the system converts all of the water into steam. If the volume of the steam, at the limiting pressure, is greater than the volume of the void tube, then rupture is expected to occur.

### 4.1.1.3 Determining Operational Power

The furnace operation depends on a resistive graphite heater. This heater requires an input current to maintain the Joule heating to maintain temperatures to a sufficient level for the experiment. A power supply with 60 amp capability is available. This current limitation is the design specification for the sizing of the graphite heater. The current calculation is as follows:

\[
R = \frac{\rho L}{A_{\text{xs}}}
\]

where \( A_{\text{xs}} \) is the cross-sectional area of the heater. Heater power, which is known from the thermal calculations, is determined by:

\[
Q_h = i^2 R
\]
And by manipulating terms, the current requirement is:

\[ i = \sqrt{Q_i R} \]

and if the current is above the 60 amp limitation, the cross-sectional area of the heater is reduced.

### 4.1.2 Initial Design Calculations

A scoping analysis was performed using an automated MATLAB script. The process of optimization was performed to determine the ideal OD of thermal shields within the furnace among the other design aspects previously discussed. This is performed in an iterative fashion for all of the geometrical design criteria, which must satisfy the safety criteria. If the safety criteria is not met after the optimization, then various set parameters are changed. These are: number of thermal shields, masses of materials, and the thickness of aluminum wall.

The final design configuration is shown in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Operating Temp.</td>
<td>1000</td>
</tr>
<tr>
<td>Maximum Operating Temp.</td>
<td>1253</td>
</tr>
<tr>
<td>Thermal Power (W)</td>
<td>236</td>
</tr>
<tr>
<td>Overpressure in VT (kPa)</td>
<td>300</td>
</tr>
<tr>
<td>Height of VT (in)</td>
<td>144</td>
</tr>
<tr>
<td>OD of VT (in)</td>
<td>3</td>
</tr>
<tr>
<td>Thickness of VT (in)</td>
<td>0.065</td>
</tr>
<tr>
<td>Height of FE (in)</td>
<td>19</td>
</tr>
<tr>
<td>OD of FE (in)</td>
<td>2.25</td>
</tr>
<tr>
<td>Thickness of FE (in)</td>
<td>0.065</td>
</tr>
<tr>
<td>Number of thermal shields</td>
<td>2</td>
</tr>
<tr>
<td>Thickness of thermal shields</td>
<td>0.0254</td>
</tr>
</tbody>
</table>

### 4.1.3 Continuum Mechanics Model

A three dimension, high-fidelity computational continuum mechanics simulation was completed to enhance the understand of the expected furnace performance. The software used is C\text-sup>-adapco's STAR-CCM+ [10] which fully integrates CAD development, meshing, and physics modeling with coupled systems.

#### 4.1.3.1 Model Setup

The geometry for the system, after being determined via MATLAB, is modeled in SolidWorks. There are inherently two models: a model for the CFD analysis and
another for the design drawings. The CFD geometry includes many feature implications. This is because computational models for thermal and fluid analysis are not currently capable of modeling every intricate detail with moderate computational resources. In fact, it is often advantageous to alter physical geometry via chamfers in the computational domain to ease meshing requirements and help satisfy continuity requirements between cells with only a minor reduction in accuracy. Otherwise, false numerical diffusion propagating from sharp corners could potentially result in very wrong results by diffusing improperly, scalars indefinitely through the solution. Additionally, in the CFD geometry, there are many features that are specifically unrelated to the solution and other features that can be removed as a conservatism and save of meshing requirements.

Ohmic heating is used as a user defined field function within the power leads and graphite heater. Here the resistivity is treated as a function of temperature as determined by results from validation experiments (see later section). Thermophysical data for all solid-state materials is assumed constant and helium data is polynomial fitted from NIST data at 300 kPa (the operational pressure of the void tube). The $\nabla^2 f$ turbulence model is used with the SIMPLE algorithm for pressure and velocity iterations. This turbulence model has been shown to perform better than other turbulence models to predict heat transfer into the fluid, due to better surface modeling. This model uses a non-linear eddy viscosity approach, which does increase the memory requirements by introducing one more equation [12]. A constant heat transfer coefficient is used on the surface of the void tube as determined by the NSC's sub-channel code for neighboring fuel elements [13]. Radiation heat removal was determined using a view-factor calculation with constant, gray-body emissivities for all surfaces. Due to the size of the copper power leads, there is some potential for error due to massive memory requirements of the ray-tracing tracking routine, however, the impact of heat transfer in the copper to affect the temperatures within the furnace is minimal.

### 4.1.3.2 Computational Domain

The mesh within STAR-CCM+, see Figure 6, is limited by 16GB of memory. Much care was taken to reduce the cell skewness in fluid volumes to less than 85 degrees. This ensures that the convective and diffusive terms are represented accurately by the control volumes. In the solid volumes, the cell skewness is less important, so the mesh resolution is reduced as much as possible while maintaining the CAD surfaces to allow for conformal interfaces. This is to ensure conservation of diffusive terms over the interface.

*Figure 6: STAR-CCM+ geometry (left) and numerical mesh (right).*
4.1.3.3 Convergence Study

A convergence study was not performed because computational resources were not available while maintaining minimum $y^+$ requirements for the turbulence model. Symmetry conditions could not be used due to the unsteady nature of a problem with natural circulation. This would naturally reduce memory cost significantly. It is uncertain if the solution is mesh independent; however, experimental validation was conducted using the same meshing parameters as the model. These showed excellent agreement, so it is assumed this model is meshed properly.

4.1.3.4 Physics Verifications and Validation

Verification studies have been completed to ensure the proper modeling of this complex system. STAR-CCM+ does improve the efficiency of human interaction with the computational model; however, due to the inherent integration of the numerical mesh, physics, and numerical schemes, a proper verification study must be completed individually for each physics phenomenon to ensure proper inputs. This verification study was performed on the conduction and convection portions of the model. A validation on radiative heat transfer was performed given the available test set up and data needs for the modeling itself. Radiation modeling is a little more complex than conduction and convection; this is a result of ray tracking overlays on top of the mesh.

Many numerical and physics model constraints were determined on a trial-and-error basis. This includes stability requirements, like the Courant number, and voxel splitting for the radiative modeling. There are very often many case-by-case specific parameters, which can not be easily determined a priori simply due to how the physics models couple with each other.

Further, a validation of the entire system's performance will be completed during the benchtop testing of the experimental device upon completion of fabrication. Comparisons and possible correction to the modeling will be completed to ensure proper operational parameters. The possible corrections will be correcting for: the geometry if any design changes are implemented during fabrication and applying contact resistances where applicable.

4.1.3.4.1 Conduction

A verification case was developed for the conduction models. These models were used to verify conduction calculations as well as to determine the meshing requirements required by finite volume methods to properly solve diffusion problems. In this, the stability is analyzed by convergence and speed of convergence. Compared to an analytical solution, the result is compared and the minimum mesh requirement is noted for the case that satisfies these constraints.
With a plate-type geometry, the thermal conductivity of the materials were altered to various extremes: insulator to conductor. This was to stress the numerical solvers and optimize meshing schemes. The geometry also has a simple resistive temperature network, so the numerical solutions can be compared with the analytical. It turns out that Courant number must be less than unity for a stable solution and a coarse mesh happens to be sufficiently better than a fine mesh for convergence. The coarsest mesh resulting in an accuracy of less than 1.5% for the computed heat flux was three elements in thickness, and the convergence with a Courant number of 0.02 was 5 iterations.

4.1.3.4.2 Convection/Turbulence

This sections remains largely incomplete since it is an on-going research topic itself. However, much like in the previous section, determination of solver requirements is the key understanding gained. The manual [10] primarily is referenced for this section as the validation cases were completed with this data.

Using a vertical cylinder with natural circulation, the meshing requirements for a mesh-independent solution were close to those used in the furnace model. The resulting heat flux from Nusselt number relationships, however, was not properly determined with the selected turbulence modeling coming the closest. This is not proper for comparison because the flow in the cylinder was not fully developed in the flow direction. This was not performed because the velocity gradient in the flow direction will exist in the furnace model. It is imperative that solution stability exists for all points in the flow, and this is the main purpose of the study.

4.1.3.4.3 Radiation

A validation case that analyzed experimental data from heater testing was conducted during the initial fabrication stages and during off-gasing and cooking of the resistive heaters.

The first series of thermal validations were completed to model radiative heat transfer from the graphite heaters. Each heater was constructed with the power-leads connected to the variable current power supply, and each heater was operated with a vacuum of $10^{-4}$ torr, see Figure 7. Four of the high-temperature, k-type thermocouples are attached directly of the graphite to measure the average surface temperature.

Additionally, graphite resistivity was determined with a multimeter during the experiment. This results in a resistivity as a function of temperature and is applied to the STAR-CCM+ model as shown in Figure 8. Many experiments were needed to determine the resistivity properly, because of inconsistencies in the contacts between the graphite heater and power supply. This results in different voltage drops for many of the experiments. If the resistance is substantially higher than the average, these data are removed. The reason to support this choice is that the thermal expansion in a loose contact will enhance contact more than in a already tight contact. This will result in a different shape to the curve.
Figure 7: View of graphite heater with thermocouple instrumentation and setup in vacuum chamber

Figure 8: Resistivity as a function of average graphite temperature.

Table 3 outlines the primary results of the radiation validation efforts. The largest errors resulted in determination of the heat flux from the graphite. This is attributed from the lack of modeling of the thermocouple contacts and from contact resistances of the supports for the graphite heater and power leads. Also, noting that the surface heat flux was determined with the Stefan-Boltzmann law. The reflection of radiation from the surface of the vacuum chamber was also neglected, but the surface temperature of the chamber and the environmental temperature of the model were equivalent in all simulations. Overall, the model agrees fairly well to experimental data and overall, the models over-predict the surface temperatures.
### Table 3: Comparison of some STAR-CCM+ calculated values to experimentally measured values.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3.5</td>
<td>37.7825</td>
<td>39.74</td>
<td>0.0063</td>
<td>82.44</td>
<td>-0.0944</td>
</tr>
<tr>
<td>8</td>
<td>78.4425</td>
<td>79.7</td>
<td>0.0038</td>
<td>411.73</td>
<td>-0.0981</td>
</tr>
<tr>
<td>10</td>
<td>100.6</td>
<td>100.47</td>
<td>0.0003</td>
<td>632.5</td>
<td>-0.0948</td>
</tr>
<tr>
<td>20</td>
<td>194.7725</td>
<td>202.72</td>
<td>0.0170</td>
<td>2399.58</td>
<td>-0.0936</td>
</tr>
<tr>
<td>26</td>
<td>246.9625</td>
<td>259.68</td>
<td>0.0245</td>
<td>4028.76</td>
<td>-0.0907</td>
</tr>
<tr>
<td>30</td>
<td>276.7925</td>
<td>294.68</td>
<td>0.0325</td>
<td>5327.23</td>
<td>-0.0959</td>
</tr>
<tr>
<td>41</td>
<td>348.185</td>
<td>382.2</td>
<td>0.0713</td>
<td>9801.76</td>
<td>0.0196</td>
</tr>
<tr>
<td>46</td>
<td>376.8275</td>
<td>418.92</td>
<td>0.0831</td>
<td>12300.6</td>
<td>-0.0011</td>
</tr>
</tbody>
</table>

#### 4.1.3.5 Results

The results from the final STAR-CCM+ simulation, displayed in Figure 9, were in agreement to the MATLAB calculations. This means that peak temperatures were close to the expected values from the analytical calculations. The average material temperatures from these results were fed into a final failure calculation in MATLAB. With the results of these calculations, the furnace mass was minimized as according to previous safety discussions.

![Figure 9](image)

**Figure 9:** Simulated furnace with expected system temperature distributions.

Naturally, it is a bit over-zealous to produce STAR-CCM+ model for such a device, but axial and radial temperature distributions are now obtainable. This provides a computational comparison for fiber optic measurements for validation and verification tests during operation within the furnace.
4.1.4 Local Fuel Cooling Impact

An analysis of the impact of the cooling of the fuel in close proximity to the furnace was conducted. There are two causes for concern that might introduce reduced cooling for the neighboring fuel. These are: steam generation or helium from a possible weld breakage reducing liquid volume in the coolant channel. Both of these incidents can likely reduce the surface cooling such that inner fuel temperature increases about the LSSS.

However, it is important, prior to this discussion to note the following:

- The neighboring fuel elements operate between 4666W and 9679 W (see Table 4).
- The furnace is expected to operate with a power less than 600W.
- The peak fuel element power is 17.6kW.
- The highest neighboring fuel element is also neighbored by a large water hole.

The analysis of the cooling impact analysis is completed with qualitative arguments, since methods for a detailed analytical treatment are not readily available.

**Table 4:** Power (W) generated by each fuel element in the fuel bundles. Red, blue, and gray indicate furnace, water, and graphite locations respectively.

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>9679</td>
</tr>
<tr>
<td>F</td>
<td>4666</td>
<td>5126</td>
</tr>
<tr>
<td></td>
<td>3771</td>
<td>4591</td>
</tr>
</tbody>
</table>

With the heater operating at 2.5% of the neighboring fuel power, it is unexpected that steam production to occur in any capacity. This means that any steam produced will condense immediately in the sub-cooled water of the coolant channel, since departure of nucleation is not observed in the core at operation. In fact, the SAR states that the DNBR is 2.42 for the peak fuel element in the core, which is surrounded by fuel operating at similar power. This provides a substantial margin against steam production.

The only possible issue is due to helium leakage, which could potentially reduce cooling on the fuel surface. There are two preventative measures in place. One is the reduced mass flow capabilities of the helium supply, which is 1/10th of the calculated mass flow rate in the sub-channel. Additionally, the top of the void tube is designed to fail before the bottom. Due to the asymmetry of the fuel location and experiment, two-phase cooling calculations are difficult and unreliable. If leakage poses an issue, another location (possibly the D1 position) can be considered.
4.1.4.1 Further Discussion

The void tube is designed to have the lowest pressure retention at the cap where the feedthroughs come through the void tube. This helps ensure that a rupture occurs outside of the fueled region and the fore all gaseous leakage will not impact the core. With the sudden depressurization, the furnace will instantly shutdown (ensured pressure switches that control power to the power supply). This provides that power is not being supplied to the heater during such an event, reducing the potential for further steam production.

The void tube is welded to the grid adapter that holds and positions the furnace in place. The weld is a possible location for failure, especially after many months of irradiation and maintaining its integrity is crucial since the grid adapter if filled with lead used to neutralize the buoyancy of the entire furnace assembly. The welding process will be conducted with great care to minimize any negative impact of thermal stresses and heat treatment.

4.1.5 Thermal Analysis Conclusions

It is expected that the furnace will not perform in such a way as to unfavorably affect the fuel integrity. The operational power is considerably less than that of the neighboring fuel elements and the furnace has a much larger OD. This results in a surface heat flux reduction to 1.1% of the furnace compared to the fuel element.

The calculations and modeling were completed by redundant means, using analytical and numerical calculations. These vary from experimentally derived heat transfer correlations to turbulence modeling. The heat transfer correlations have been validated by core power and temperature measurements via the NSC-developed sub-channel code. Modeling capabilities and design configurations were also experimentally validated for the furnace itself. Benchtop validation is awaiting completion of the furnace.

It is, therefore, under the best judgment of the author that the furnace is fully capable of safe operation within the reactor core.

4.2 Neutronic Analysis

The neutronic analysis was performed to assess the performance of the furnace within the NSC reactor. The NSC model was originally developed by Dr. Hsu and has been heavily updated and corrected by the author. This model contains only a few material and geometric assumptions. This are further detailed in the input deck itself.

4.2.1 Overview

The code used for the calculation is MCNPX v2.7.0 [13] with ENDF BVII.0 data libraries and beginning-of-life (BOL) fuel constituents, see Figure 10 for the
geometrical representation. This NSC reactor core model has been validated to experimental data with very good agreement. This furnace model determines the expected spatial and energy dependent fluence rates in the fiber optic, radiation induced heating in the thermal shields, and core-reactivity effects due to flooding.

![Figure 10: XY cross-section of MCNP geometry (left) and the XZ cross-sectional view (right).](image)

The above figure shows the primary experimental location in the E2 position (see Figure 2 and 10). It is also possible to insert the furnace into the D1 position, as a safest bet, so an analysis is also completed for this position.

### 4.2.2 Verification and Scaling

Neutronic models were validated by neutron fluence measurements for current in-core experimental locations with the use of gold flux foils. Flux foil measurements are completed regularly at the NSC to facilitate calculation of radioisotope production for sample irradiation and these measurements were compared to the MCNP5 model with good agreement and with maximum errors of 11.33% in the fast-to-thermal flux ratios. Scaling for the thermal flux was performed and therefore the fast flux is under-represented. Inherently, the model over-predicts thermalization and therefore also over-predicts control rod-heights. There is only a minor effect on the axial flux distributions within the fiber optic.

### 4.2.3 Fluence Requirements

The fiber optics, defined by the experimental proposal, are required to be irradiated to a neutron fluence of 2e19 n/cm² which will require about 335 days of absolute irradiation. This irradiation time assumes that the reactor operates continuously with a capacity factor of 19.5 percent. This is determined by the total MW hours generated by the reactors versus what could potentially be generated with constant operation.

The fluence rate (see Figure 11), as calculated by MCNPX, in the E2 position averages about 1.78e13 n/cm²/s with a thermal flux of 4.13e11 n/cm²/s. This “average” is the average of calculations performed with the following configurations:
- No experiment in D3 with the core away from the thermal column
- No experiment in D3 with the core against the thermal column
- An experiment in D3 with the core away from the thermal column
- An experiment in D3 with the core against the thermal column

This expected fluence rate has not be experimentally validated with flux foils. Such a measurement is planned, but may not be completed prior to inserting the furnace in the core, simply due to core reconfiguration efforts.

![Graph](image)

**Figure 11:** Neutron energy distribution within peak-flux fiber location within experiment with D1 normalized to fast flux.

It is noticed, not unsurprisingly, that the thermal flux is considerably higher when the fast flux of the D1 position result scaled to that of the E2 position. This would preclude that the D1 position is more favourable for the experimental location from a spectral argument. The thermal flux magnitudes are comparable for all cases.

### 4.2.4 Reactivity Insertion

It is required to evaluate the reactivity worth of an experiment to determine if it must be secured or not. This threshold is 30 cents (as per Tech Specs Section 14.3.5.1 and normalized to $\beta=0.0073$). Additionally, various scenarios of water ingress are possible depending on the reactor position and the portion of the furnace that floods, see Table 5. The highest expected reactivity insertion is calculated to be less than $0.07$.

These calculations were performed with the MCNPX model. All sections of open volume within the furnace were filled with water. For this case, the core configuration was changed to include operation against and away from the thermal column and with the D3 location either filled with water or voided by an empty long tube. These two sets of configurations were performed with the control rods at the
same height, so the TC configuration will be slightly over-predicted. These configurations were chosen based on their impact on the spatial neutron distribution. The thermal column creates a significant tilt in the spatial flux, heavily biased towards the east side of the core. The D3 location is essentially a water hole with significant thermalization potential. It is interesting to note that the flux tilt actually depreciates the reactivity worth of the proposed experimental location.

<table>
<thead>
<tr>
<th></th>
<th>D3</th>
<th>noD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC</td>
<td>0.00029 d/k/k</td>
<td>0.00045 d/k/k</td>
</tr>
<tr>
<td></td>
<td>0.040845 $</td>
<td>0.06338 $</td>
</tr>
<tr>
<td>noTC</td>
<td>0.00024 d/k/k</td>
<td>0.00049 d/k/k</td>
</tr>
<tr>
<td></td>
<td>0.033803 $</td>
<td>0.069014 $</td>
</tr>
</tbody>
</table>

### 4.2.5 Niobium Capture Heating

Only one concern was voiced during the preliminary reactor safety board review. This concern was in regard to determining and accounting for the niobium neutron capture heating in the thermal shields. The implication of having a heat generation term within the thermal shield is reducing the effectiveness of the shield, thereby increasing the radiative heat transfer radially outward. This will result in the following: increased power demand of the heater, increased temperature of the furnace supporting structures, and an increase in the total storage of the furnace. So, if the internal heating of the niobium thermal shields has not accounted for, the current rating of the power leads will be under-determined and the safety calculation would be less conservative than it currently is.

Provided then, that the MCNP code allows for coupled photon and neutron simulations, and using saturated activities for niobium radiative capture, the predicted heat generation terms were determined to be 7.94e5 and 8.73e5 W/m² for the inner and outer thermal shields, respectively. These are used with the STARCCM+ model to determine the final temperature distribution.
5 Radiological Concerns

Effluence of activated material is likely only to exist during the initial operation of the furnace. This is due to the off-gasing of any binders within the graphite. Initially, the graphite heaters were taken to 450°C in a vacuum chamber to burn off most of the binders; however, some binders might still exist and other soluble gaseous materials could have permeated into the graphite during storage at the Nuclear Science Center. The initial heat-up of the furnace will be conducted during non-reactor operating hours and outside of the reactor to prevent negative impacts to the facility and personnel. All gaseous products will be evacuated by the over-pressure system to the Central Exhaust system, as discussed in previous sections.

Radiological toxicity during handling is a potential concern. Handling will be necessary for replacing fiber optic probes and other portions of the furnace that might have failed. These would include the furnace cap, graphite heater, and thermocouples – everything else is expected to be resistance enough to the radiation environment to remain operational for one year. This concern is due to the activation of materials used in the furnace. Those materials, like copper and iron, have been minimized to prevent high radiation fields with reasonable decay times.

An activation analysis has not been conducted. The doses will be experimentally determined and handled accordingly via ALARA methodologies. Materials that will impact radiation levels have been minimized and any further reduction will result in a negative safety impact to the furnace.
6 Controllers

The controller for the system is LabView. The LabView code was developed by Carl Mullins and controls the power supply via PID as a function of graphite heater temperature and records all pressure and temperature data. This data is used for analysis of system performance as well as for safety shutdown systems.

LabView will provide some safety for the system, which were discussed in a previous section. The safety loop can be over-ridden manually, in particular, during start ups of the furnace. Manual over-ride has to be turned off for the furnace PID controller to be activated. This provides that the safety loop is active during normal operation. The safety loop includes only logic for the scaling of furnace power based on the heater temperature.
7 Fabrication Process and Controls

The furnace is fabricated at the Nuclear Science Center by the author with the support of the machine shop foreman. All portions of the fabrication were conducted in steps to ensure that no single component was designed inappropriately. Various components were purchased from manufacturers where the experience, materials, and infrastructure were not available.

Figure 12 shows the completed furnace cap with thermocouples and power-leads attached to the graphite heater through their respective feedthroughs.

Figure 12: View of internal of furnace without fiber optic probe.

7.1 Quality Assurance Program

The QA program implemented in this project is quite simple. All purchases, processes, and fabrication steps are documented to include pictures and a discussion of observations. Reputable companies, based on previous experience, were used to the greatest extent possible. All orders received were documented and manufactured pieces were compared to original drawings to ensure conformance to tolerances specified.

7.2 Instrument Calibration

Instrumentation calibration and verification is necessary for data collection and proper safety system performance. Equipment to perform calibrations are not always readily available, so those deficiencies are outlined here.

7.2.1 Temperature

There are two forms of temperature measurement within the furnace: k-type thermocouple and fiber optic. The k-type TCs are used to measure the temperature at various points throughout the furnace and are assumed to be reliable and accurate with error limits of +/- 1.1°C or 0.4%, whichever is great. These TC measurements are used for system performance and safety data. Fiber optic temperature measurements provide continuously distributed measurements through the center of the graphite heater. These measurements require constant calibration with changing environmental conditions and the behaviour of the fiber optics is less known than that of the TCs used. The fiber optics are not used to determine system parameters.
Thermocouple measurements were verified by using an ice bath and by bringing water to a boil. This only provides a 0°C to 100°C reference compared to the 30-1100°C operating range. These thermocouples are required for validating the temperature measurements with the fiber optics. All of the fiber optics to be used in the furnace are tested against a reference TC. Figure 13 shows the experimental set up for fiber optic verification. Calibrations are not conducted, even for fibers that perform poorly, because of the nature of the fiber measurement. Coefficients are required for the conversion from strain to temperature measurements, which are manufacturer specifications on the fiber. Therefore, defects are noted.

Figure 13: Thermocouple and fiber optics measurement accuracy test (notice ice cup on left).

The thermocouples used in the furnace are either Kapton or Nextel insulated. The Nextel insulation is used for thermocouples expected to reach temperatures above 750°C and is therefore used within the furnace element. Outside of the furnace, and within the feedthrough, Kapton is exclusively used. Nexel is a boron-based insulating material that is expected to dissociate with time due to transmutation. Replacement due to thermocouple failures in this regard are expected and redundancy of measurement is included in the design for the graphite heater. Kapton exhibits exceptional radiation tolerance and is likely not to be of any concern.
Performance of the furnace-internal thermocouples for long irradiation periods have not been experimentally verified, but there is supporting evidence that they should function properly. The thermocouples within the instrumented fuel elements of the NSC's reactor core are k-type and are directly embedded into the fuel. The fluence reached by each thermocouple is orders of magnitude greater than what will be expected in the furnace. Only a few failures have ever occurred within the reactor and these failures are often attributed to mechanical failure due to poor handling of the instrument guide tubes. Therefore, it is expected that the k-type thermocouples implemented within the furnace are expected to survive during their service life.

The measurement with the heater at 45°C is shown in Figure 14. The features from left to right are: heater, spacer, heater, and ice bath. This is a representation of the temperature profile of the setup in Figure 13, where the spacer would indicate room temperature and the ice bath would be 0°C (note that these measurements are referenced to isothermal, room-temperature conditions) The fiber measurements, overall, showed very good agreement with the TC readings.

![Temperature distribution as measured by the fiber optic for the experimental test.](image)

**Figure 14:** Temperature distribution as measured by the fiber optic for the experimental test.

### 7.2.2 Pressure

Pressure transducers are calibrated with a home-made device with two external pressure gauges (the POOPC – Pre-Operational, On-line Pressure Calibrator). These pressure gages are store-bought, and are not calibrated except by the standards of the manufacturer, which are unknown to the author. The pressure device is a simple PVC pipe with an attached bike pump fitting, see Figure 15. This bike pump is used for pressurizing the device. The resulting voltage output from the pressure transducer is linearly fitted to the pressure gage indications, see Figure 16.
Figure 15: View of the bike pump connection of the left and pressure transducer on the right.

Figure 16: Linear pressure calibration curve for one of three transducers.

7.3 Experimental Fabrication Techniques

There are a few experimental techniques developed for this project resulting from a lack of expertise in the field of building a high-temperature furnace in vacuum conditions. This section outlines these techniques.

7.3.1 Lead Gasket

The use of soft metal gaskets, especially lead, is prevalent in vacuum systems. However, the process of making the lead gasket is not. For this system, the diameter and size of the gasket were far from available - at least cheaply. Therefore, lead gaskets were made simply by heating and melting lead into the gap groove, then after cooling, shaved to a very flat finished.
7.3.2 Power Feedthroughs

The power leads posed a design challenge for the experimental device. The challenge of power transmittance through water and a pressure and vacuum barrier were not fully understood during the initial design phases of the furnace. So a special feedthrough was designed for the void tube and vacuum feedthroughs were purchased for the furnace element.

7.3.2.1 Void Tube

The power feedthrough for the void tube is an aluminum union that is epoxied with an excessive amount of JB-weld. This epoxy is used to build up a pressure boundary between the wire jacket of the power lead and the aluminum union. JB-weld is used in the construction of the fittings on experimental long tubes at the NSC, and has demonstrated itself to be fairly radiation resistant. The fittings on the experimental tubes have very low failure rates. These fittings reach much higher fluences than compared to what is expected at the top of the void tube. It is expected that this feedthrough will perform sufficiently during the irradiation time.

7.3.2.2 Furnace Element

The vacuum grade power feedthroughs for the furnace are not available in any material other than stainless steel. As previously mentioned, the bulk of furnace material is aluminum. This poses a difficult challenge to seal the vacuum feedthrough. A brazing concept was implemented using Alumiweld to bond the furnace cap to the power feedthrough, see Figure 17.

Figure 17: Cap with final power-lead design, which includes brazing and socket-like inserts.
This process proved to be very successful in holding a rough vacuum. High vacuum has not been tested; high vacuum is unlikely to be necessary for proper operation of the furnace.

### 7.4 Materials Selection

The following discussion outlines the material choices and their possible impact in a reactor environment.

#### 7.4.1 Graphite

Graphite selection was performed to ensure high resistivity for ohmic heating and high strength to maintain structural integrity during the course of a year of cyclic stresses. The selected Graphite is AXZ-5Q from Poco.

The radiation resistance of graphite is naturally high if the impurities within the graphite are low. This is due to the negligibly low absorption cross-section of carbon. Graphite is easily machinable, so modifications to the heater can be done on-demand. This includes adding threads for the molybdenum power leads and tapping out a through-hole for the fiber optic probe. The resistive heater selection was not final when the design of the furnace began; however, given the benefits and history of graphite use in reactors, this became a nature and obvious choice.

#### 7.4.2 Aluminum

Aluminum as a structural material was selected on the premise of reducing radiological concerns of removing the furnace from the reactor core for handling. This choice of aluminum significantly limits operational temperatures compared to using steel. The alloy of choice is 6061-T6, which used nearly exclusively by the NSC.

#### 7.4.3 Niobium

Niobium is a refractory metal used for the fiber optics probe (decision for this is unknown - recall Luna fabricated the probes) and the thermal shields. Molybdenum was actually the original selection for the thermal shields, since GA used if in their King TRIGA furnace; however, a manufacturer was not available in the United States for the specifications required on the thermal shields. Niobium is capable of high polish to obtain a low emissivity for use as a radiative thermal shield. It does oxidize very quickly, but this does not affect the surface finish.

#### 7.4.4 Molybdenum

Molybdenum is a refractory metal with an extremely high melting temperature and is used for the power lead connections to the graphite heater. These power leads were already available from prior experiments.
7.4.5 Copper

Copper is an excellent choice for electrical applications. Its wide availability and use makes this an obvious selection.

There are significant activation issues associated with Cu, however, and will lead to significant radiological concerns with handling.

7.4.6 Alumina Silicate

Alumina silicate is used for structural components to support the graphite heater and thermal shields within the furnace. This maintains the geometry for ideal heat transfer and prevents electrical shorting of the graphite heater. The alumina silicate has low thermal and electrical conductivities, which makes it a supreme candidate. It does, however, possess a significant thermal storage concern; therefore, the mass of alumina silicate is minimized as much as possible.

Upon receipt of the final fabricated pieces, the density was found to be about twice that as expected. The top support was removed from the final design as it was found that only the bottom support was required for properly supporting the furnace components.

7.5 System Testing

Many verifications were conducted to ensure that design constraints and decisions were valid. These tests included: testing of thermocouple attachment techniques, thermal models, epoxy integrity during/after thermal cycling, and heater coating concepts.

7.5.1 Thermal Stress Testing

Much of the furnace fabrication was completed with little to know experience on the understanding of how various connections would behave. The foremost of these are the thermocouple connections to the graphite heater and the alumina paste slugs used for preventing the heater from shorting with itself. Therefore, various thermal transient stress tests were conducted to verify that the thermal stresses do not cause failure to the graphite or induce error in thermocouple readings during large transients.

Such tests were conducted in the vacuum chamber were there are some temperature limitations up to about 415°C. Above this, there is significant melting and volatilization of the power lead cladding and no ventilation of off-gassing products.

The testing was conducted by increasing the power load on the graphite heater with large increments, see Figure 18. The first such transient imposed 15 amps on the heater, shut off the power supply allowing it to cool and during the cooling increase power to 45 amps. This causes a very large temperature gradient. After allowing the heater to cool again, the connections and overall integrity was visually checked.
then destructively checked. The connections held on firmly and only minor cracking was noticed in the epoxy on the molybdenum power leads. This is not a concern at all since the leads are threaded into the graphite.

### 7.5.2 Heater Coating

It was originally proposed to coat the graphite heaters to reduce the emissivity of the surface, therefore reducing the radiative heat transfer from the surface. This would, potentially, reduce the power requirements of the heater and reduce the wall temperatures of the furnace. However, the difficulty of uniformly coating the heater proved to reduce the efficiency of this concept to the point that it added no benefit to the heater. The concept was scrapped.

### 7.6 Procedures

The only procedure provided is for disconnecting the furnace supporting systems to allow for bridge movement. This include checking the system for isolation prior to venting and then disconnecting power, data, and helium connections. Operations will not have the authority to connect the system back to the bridge.
Figure 19: Cross-sectional view of fiber optics probe.

Figure 20: View of fiber optic containing ferrules during fabrication stages.

Table 6: Parameters of GA and TAMU furnace builds, comparing only to what is available for the GA design.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>General Atomics</th>
<th>TAMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating Temperature</td>
<td>1800°C</td>
<td>1000°C</td>
</tr>
<tr>
<td>Cooling</td>
<td>Mixed Convection/Radiation</td>
<td>Free Convection/Radiation</td>
</tr>
<tr>
<td>OD</td>
<td>1.41&quot;</td>
<td>3.25&quot;</td>
</tr>
<tr>
<td>Sample Length</td>
<td>&lt;1.0&quot;</td>
<td>18.0&quot;</td>
</tr>
<tr>
<td>Cost</td>
<td>&gt;$250,000</td>
<td>&lt;$55,000</td>
</tr>
</tbody>
</table>
8 Finalization of Experiment

The furnace was fabricated and integrated into a single operational unit. A series of bench top tests, organized as a bench top testing program verifying functionality and operation of all safety systems, were conducted following the completion of the furnace fabrication stage.

The bench top testing program included tests of the following systems:

- Gas leakage from the void tube over pressure system. Monitor pressure drop on the supply tank for 24 hours.
- Verify solenoid response for venting the system to Central Exhaust. Throttle regulator to increase and decrease pressure in the system.
- Verify power supply safety shutdown via analog high/low pressure signals.
- Verify power supply safety logic with LabView for pressure related signals.
- Verify power supply shuts off with loss of signal from computer/LabView.
- Verify thermocouple response with initial heating of furnace. Monitor pressure responds normally.
- Verify PID controller response.
- Verify system temperatures at nominal operating conditions.
9 Conclusions and Request for Irradiation

A furnace for in-core, high temperature irradiation of fiber optics has been designed and analyzed to conform with NSC Technical Specifications for in-core reactor experiments.

The furnace safety analysis includes discussion and quantitative evaluations of the system design and design basis considerations.

Discussions and evaluations of the fabrication, instrumentation, calibration, control, monitoring, and operation have shown that the furnace design is expected to satisfy safety margins and do so with minimal impact on the facility and operations of the reactor core.

The proposed reconfiguration of the reactor core will not affect operations and is intended to provide a minimal experimental footprint.

Provided that the proceeding calculations hold and there are no problems with the irradiation, test articles, and supporting systems, an irradiation time was requested and granted in the NSC reactor core until late-May of 2013. It is to the best ability of the project experimental team to determine the safe operation range of the developed, designed and manufactured experimental device.

At the time of the present report, the experimental program has been completed successfully.
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13.7. Experimental Setup In/By the Pool Wall

Fig. 1. In/by pool wall hardware.
Fig. 2. Final fabrication.
13.8. High Temperature Test Assembly (Furnace) Operation

The experimental program was completed by Mr. Jesse M. Johns, graduate student and Ph.D. candidate at Texas A&M University, Department of Nuclear Engineering. Mr. Johns’ efforts were assisted by the group of participating undergraduate students, Carl Mullins (Aerospace Engineering) and Hanniel J. N. Honang (Nuclear Engineering), and graduate student, Sathish Lakshmipathy (Nuclear Engineering).
Abstract

This report reflects the installation of the furnace in the reactor. This begins with the core reconfiguration of the E2 grid position to make room for the experiment. The report then discusses the various physics calculations and measurements associated with experiment in the core, including reactivity measurements and neutron/gamma flux distributions. The flux was measured, for the location, with Al/Au flux foils to give a representative flux for calculating the fluence of the fiber optics during irradiation. The fiber optics were tested for their performance at low and high temperature during and prior to reactor operations.

As of this writing, the furnace has accumulated roughly 280 hours of reactor operation since the installation on March 12th, 2013.
I. Introduction

This furnace design is the accumulation of several years of effort, including reactor and mechanical modeling and design. The furnace was designed and fabricated without prior experience in high temperature furnace fabrication techniques. The result is an accumulation of gained experiences that can be read about in the Fabrication and Acceptance Testing report. The objective of this experiment is to provide an in-pile high-temperature irradiation device for the testing of advanced fiber optic instrument for commercial reactor core measurement of temperature, gamma fluence, and neutron flux distributions.

The fabrication of the furnace finally came to a close in January of 2013 when the benchtop testing was completed satisfactorily with minor changes (see Acceptance Testing document). Predominately, the most significant change is the operational temperature of the furnace itself. The initial desire operation of the device demonstrated that temperature of 1000°C would be reachable within safety limits; however, oxidation of the thermal shields has increased the effectiveness of radiative heat transfer. This results in increased power requirements for the heating element and a more shallow temperature gradient across the radial direction of the furnace. The peak operational temperature becomes 500°C due to high wall temperatures of 180-195°C. Since the gasket integrity is no longer an issue, this is a permissible operational temperature.

Fiber optic performance evaluation is limited following the initial testing phases. The temperature distributive measurements were the only measurements from the fiber optics that behaved reliably, but some conclusions can be made about the radiation sensitive fiber optics.

II. Furnace Operation

Preliminary operational data for the furnace is available in the acceptance testing report; the following discussion will outline the operation of the furnace within the reactor core and the comparisons to modeling attempts during fabrication.

Pressure instrument was not available during the initial phases of testing for the furnace. There were problems with LabView supplying the correct voltage to the transducer resulting in erroneous calibration curves. All pressure-related safety systems for automatic shutdown of the power supply were operable at all times during operation. The lack of measurement prevents the analysis of events, but does not impact the same operation of the system.

Moreover, there are times that data was not recorded as a result of user error.

1. Operation Results

This discussion will begin by analyzing the typical operation of the furnace with an overview of expected performance during normal conditions. The normal operating condition of the furnace are shown in Table 1.

The furnace possess the capability to startup automatically, given a user input, and swap to a PID controller. The PID controller has the following parameters for the proportional, integral, and differential constants: 0.650, 1.800, 0.000, respectively and linearity and beta set to 1.00 and 0.88 respectively. These are manually optimized to perform with the necessary smoothness for maintaining temperature without sporadic behavior. Figure 1 shows the transition during the startup to the PID...
controller. The transition limits the temperature gradient from exceeding 0.2 C/s and prevents temperature overshoot to less than a degree. This is ideal to ensure the thermocouples, which are attached directly to the graphite heater with an alumina cement, do not shear off as a result of thermal stress gradients between the cement and the heater. Testing during the fabrication phase has demonstrated that the adhesion method for the thermocouples is robust, but this limit is posed nonetheless.

Table 1: Nominal operating parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrostatic Pressure</td>
<td>16</td>
<td>psig</td>
</tr>
<tr>
<td>Operating Pressure</td>
<td>25-35</td>
<td>psig</td>
</tr>
<tr>
<td>Avg. Heater Temperature</td>
<td>500</td>
<td>C</td>
</tr>
<tr>
<td>Peak Heater Temperature</td>
<td>520</td>
<td>C</td>
</tr>
</tbody>
</table>

Optimization of the PID controller was conducted during the acceptance testing and improved following operation in the reactor environment. The ability of the PID controller to maintain temperature during reactor transients, since the heat deposition by radiation is significant, is of particular interest. The furnace will operate at a constant temperature throughout the week, so the PID controller is specifically tuned for reactor operation rather than furnace startup.

![Graph](image)

**Figure 1: Automatic swap to PID controller by LabView.**

During operation, the reactor undergoes various transients of known power. These are normally to accommodate sample movements or experiments and vary between 100 kW and 1 MW. With the PID controller active, the furnace temperature is maintained. This provides a direct comparison between the radiation and ohmic heating. It should be noted, that the radiation-induced heating will be most
significant in the thermal shields, aluminum, and alumina-silicate supports. This suggests that the regions of energy deposition are not the same and therefore not strictly comparable. However, for qualitative discussion, this comparison will provide insight on the modeling importance of the radiation-induced heating. Figure 2 shows the operation of the furnace throughout a day, completely unattended where the depression in power between 500 and 1000 minutes when the reactor operates at 1.0MW.

![Graph](image)

*Figure 2: Full day operation of furnace, showing ohmic power and temperature.*

It is interesting to note a few features of Figure 2. In particular, the magnitude of power required from the power supply to maintain the required operational temperature when the reactor is or is not operating. The difference is roughly 100W. This result suggests that 100W is deposited into the furnace when the reactor is in its nominal operating power level. Computational modeling suggested that a total of 75W would be deposited in the alumina supports and niobium thermal shields. Overall, this energy deposition is fairly significant - 20% of the total heat deposition. There are also two other features to note but are of lesser importance to the furnace operation. The first feature is the trend after startup (~500 min and see Figure 3) and shutdown (~1000 min) as a result of activation/decay of the furnace and fission product accumulation/decay in the neighboring fuel. The second feature is the temperature drift during reactor transient. The maximum deviation from nominal operation is during shutdown and is limited to just over 3°C. This is fairly insignificant from an operational standpoint.

Measurements (see Table 2) suggest that the axial temperature gradient does not change significantly as the operational state of the reactor changes; however, the external temperature magnitude does increase nearly to the operational limit, see Figure 4. Recall the PID controller maintains the furnace at 500°C and the bulk of the heat generated from ohmic heating. It is a benefit that the axial distribution of temperature does not change; this provides a great comparison for flux-induced error into the temperature measuring fiber optic.

The external temperature rises by nearly 20°C when the reactor is operating at 1MW. While this is not particularly significant, it does raise an interesting question on which contributing factor is most responsible for the effect, from the degradation of the radiation heat transfer to the energy deposition...
directly into the furnace materials. These are merely observations and will not be investigated further in this report.

<table>
<thead>
<tr>
<th>Location</th>
<th>Heater Element</th>
<th>External</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC</td>
<td>1 2 3 4 5 6</td>
<td>1 MW</td>
</tr>
<tr>
<td></td>
<td>501 506 493 453 178 84.5</td>
<td></td>
</tr>
<tr>
<td>IMW</td>
<td>503 507 499 452 199 93</td>
<td></td>
</tr>
</tbody>
</table>

*Table 2: Heater and external temperatures of furnace operating at 500°C with and without the reactor operating.*
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*Figure 3: Furnace operation during reactor startup at time = 480 minutes.*

The last portion of interest for normal operation, is the furnace startup. The startup is automatically performed by LabView by analyzing the temperature gradient and stepping up the current by 5 amps when the gradient is less than 0.04 C/s, see Figure 5. These parameters were experimentally determined to be the most simple and ideal for the furnace configuration to maintain the desired range on the temperature gradient (between 0.2 and 0.04 C/s). When the furnace reaches 480°C, LabView swaps over to the PID controller; swapping at 480°C prevents the PID controller, which does not actually have a derivative limit, from exceeding the desired thermal gradient.

There is some leakage expected, since the furnace operates as a pressurized system. Many attempts were made to minimize the leakage as much as possible. With a helium sniffer, leaks were detected and fixed. These fixes include removing unnecessary joints, JB-welding some threaded components, and replacing the helium hose with a flexible polythene tube. The leakage is still an ever present problem that must be accommodated. The daily helium loss from the main supply bottle is roughly 400-500 psi a day, which is significant but manageable. Even with operating the furnace 24 hours a day, the bottle only needs to be changed out every week.
Figure 4: Full day operation of furnace, showing external temperature.

Figure 5: Furnace startup and swap to the PID controller.

The leakage of the void tube while isolated is shown in Figure 6. The average leak rate from this figure is determined to be 0.3 psi/min. This suggests that there is just over an hour of time before the pressure switches will kick off the heater following pressure no longer being maintained.

1 The cause of the significant portion of the leak was later determined to be through the power leads.
Overall, the furnace operation is stable. The supporting systems and the entire furnace, excluding the fiber optics, is a robust system capable of taking a significant amount of user abuse. It is expected to operate with minimal maintenance needs, requiring only pressure calibration monthly as required by the instrumentation.

During the initial phases of furnace operation, there was a trend between heater temperature and ohmic power. As time continued forward, for a constant current of 60 amps, the heater temperature dropped and the ohmic power increased (see Figure 7). The reason for this is unknown, but it is suspected that the thermal shields have oxidized due to residual oxygen in the furnace. This oxidation would reduce the effectiveness of the thermal shields by increasing the emissivity. This result is that more power is required as the radiative heat removal increases for a given temperature. Moreover, this temperature change results in a change in the internal heater resistivity and therefore the power requirements change. Eventually, this trend stopped; there is no longer a temperature dependence with time, further defending the oxidation hypothesis. There are other possible causes: increase in contact resistance in the copper couplings, spallation of the silver solder on the graphite heater causing a path of lesser resistance (unlikely because deposition moves down the temperature gradient), and current leakage from the heater to the aluminum. Oxidation of the graphite would reduce the cross-sectional area of the heater and increase the overall resistance – this would benefit the heater; so has been ruled out.

**Figure 7: Temperature versus ohmic power.**
2. Comparison to Thermal Modeling

The furnace was designed and fabricated with the guidance of analytical and numerical tools. It is necessary to determine just how well those models actually predicted the furnace performance, to what degree they should be used in the future, and where the greatest sensitiveities might exist. It is also natural to classify the greatest uncertainties in the system and to evaluate how those impact the modeling. However, the STAR-CCM+ modeling was performed for an earlier design of the furnace, so the assumptions are no longer valid for a strict comparison without updating the simulation.

The operational temperature that was calculated, with both MATLAB 1D modeling and STAR-CCM+, was 1000°C with an input current of 65 amps. However, as demonstrated, the actual operational temperature is 500°C, which is likely a result of oxidation of the thermal shields and lack of a vacuum environment for the graphite heater. It is not suspected that the model is poorly represented as validation cases showed that STAR-CCM+ did accurately predict heater temperatures in a controlled vacuum chamber experiment. However, in this case, helium is in contact with the graphite allowing for natural convection cooling in addition with radiative cooling. The design process has been finalized and it is not necessary to repeat the calculations to verify this result.

3. Off-normal Incidents

During the operation of the furnace, there have been a few incidents. These are a result of human error as opposed to device failure such as an inadvertent furnace shutdown by isolating the gas supply. The result of these events, actually, demonstrate the robustness of the furnace and safety systems. These incidents resulted in the rapid cooling of the furnace without any noticeable impact on the thermocouple response following a restart of the furnace.

On April 18th, after swapping out the helium main supply tanks, the system was not properly returned to service. This resulted in a pressure drop (see Figure 8). After approximately 90 minutes, the pressure switch cut power to the relay and automatically shut off the power supply. This resulted in the rapid shutdown of the furnace to protect the reactor for postulated incidents. The rapid lines in the figure are a result of the LabView software failing to communicate with the power supply (it is completely off at this point) and so it freezes when attempting to write data. The curve, however, is noticeable since there are points in the data loop where data is actually written. This bug was corrected following this event.

III. Fiber Optic Performance

This section will briefly discuss the performance of the fiber optics during the initial testing and operation of the furnace within the reactor core. These include temperature, gamma flux, and neutron flux spatial distributions and magnitude. The neutron and gamma flux measurements require a standard for normalization, so the flux foil data will be used. It should be noted that the flux was measured in the E2 position with a long tube without an experiment in the D3 position. This experimental tube is very similar to the furnace, with the exclusion of niobium thermal shields to absorb some neutrons, so this value represents an upper bound on the fluence. Additionally, experiments are normally in the D3 position since this is one of the more prolific experimental location for reactor commercial samples. These samples do absorb neutron, quite significantly, so it is expected

---

2 See the Safety Analysis report for further details.
3 The procedures were updated with pictures for the valve alignments to help prevent this from occurring again.
this will reduce the flux in the E2 position even further. It is not certain what this magnitude would be.
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*Figure 8: April 18th inadvertent furnace shutdown by isolation of supply gas.*

1. **Comparison to MCNP and flux foils**

The furnace was modeled using MCNP 5.1.5 to determine the ideal location for the experiment and the safety parameters for the experimental location. This includes reactivity worth as a result of flooding/inadvertent removal of the furnace. Additionally, MCNP provided an expected gamma and neutron flux magnitude and spatial distribution that would be expected at the fiber optic. These calculations were validated with Au/Al flux foil measurements in the E2 location with an experimental long-tube. These long-tubes are nearly identical to the furnace in that they are made of aluminum 6061 T6 and displace the same amount of water. The wall thickness, compared to the furnace, is greater by 1/16" of an inch.

The results of the MCNP simulation for reactivity worth is show in Table 3. Experimentally, the reactivity worth was determined to be $0.014$ for the case of the reactor away from the thermal column and with an experiment in the D3 location (D3/noTC as per the table). This is a significant difference, but likely a result of using fresh fuel isotopes in the model. This suggests that the flux in the position
is likely over-represented, in other words, the simulation suggests a tighter coupling of the experimental location to the reactor and therefore would predict a high flux magnitude as shown in Figure 9.

<table>
<thead>
<tr>
<th></th>
<th>D3</th>
<th>noD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC</td>
<td>0.041</td>
<td>0.063</td>
</tr>
<tr>
<td>noTC</td>
<td>0.034</td>
<td>0.069</td>
</tr>
</tbody>
</table>

The distribution and expected magnitude for the fiber optics in the E2 position is shown in Figure 9. The expected magnitude is nearly in the center of the fiber and the gradient isn't incredibly steep, so the irradiation should be fairly uniform. The flux foil results, from Table 4, are also plotted and show a similar gradient (slightly shifted) with a smaller magnitude. Note that the flux from MCNP is the total flux and the flux foil measurements are for thermal flux only. The thermal flux calculated for the peak location of the fiber, at a position of 15 cm, is 5.88e12 n/cm²s when using the energy bin of 0.0168 to 0.342 eV. So the agreement for thermal flux is quite good – the epithermal-to-thermal ratio is off considerably.

![Fluence Rate vs. Axial Position](image)

**Figure 9: Neutron distribution within fiber optic calculated with MCNP and measured by flux foils.**

The Maxwellian corrected flux foil data can be seen in Table 4, showing the results of a 2-hour irradiation in the E2 position of a typical long tube. This does not include an experiment in the D3 position, so it marks the upper bound for non-coupler operation. It is expected that operation against the coupler box will increase the flux in this location due to spatial tilting of the neutron flux.
Table 4: Flux foil measurements of the E2 position of the NSCR.

<table>
<thead>
<tr>
<th>Can</th>
<th>Height (cm)</th>
<th>Thermal Fluence Rate $\phi_{\text{cm}}$ (cm$^{-2}$*s$^{-1}$)</th>
<th>Uncertainty</th>
<th>Epithermal Fluence Rate $\phi_{\text{epi}}$ (cm$^{-2}$*s$^{-1}$)</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32.10</td>
<td>3.60E+12</td>
<td>2.90E+11</td>
<td>2.92E+11</td>
<td>0.18E+09</td>
</tr>
<tr>
<td>2</td>
<td>25.76</td>
<td>5.02E+12</td>
<td>4.04E+11</td>
<td>2.93E+11</td>
<td>1.15E+10</td>
</tr>
<tr>
<td>3</td>
<td>19.73</td>
<td>6.30E+12</td>
<td>5.31E+11</td>
<td>3.55E+11</td>
<td>1.44E+10</td>
</tr>
<tr>
<td>4</td>
<td>13.51</td>
<td>8.26E+12</td>
<td>5.93E+11</td>
<td>3.70E+11</td>
<td>1.50E+10</td>
</tr>
</tbody>
</table>

The axial distribution of the neutron flux is not similar to the distribution of Figure 9; however, this is likely because the long tube does not extend to the bottom of the fuel meat and the fiber optic probe does. In fact, the probe extends beyond the fuel meat in both directions. Noting that 2.4 cm would be the bottom of the fuel meat.

The fiber optic radiation measurements are currently not available. It is believed that the vibrations resulting for reactor operation are responsible for this effect, though measurements are not possible at low power, either. Vibration influences have been isolated: control rod movements, diffuser pump operation, power supply cooling fans, and natural convection, such that each effect was studied by removing the other effects. These results will be discussed in the final report.

2. Comparison to STAR-CCM+

It is possible to make a comparison of the thermal distribution from fiber optic measurements to the spatial gradient from the simulation (see Figure 10). There largest errors will be at the axial ends of the graphite since there are significant assumptions on the contact resistances with the alumina supports. This will affect the heat transfer from these ends a great deal. It was assumed, in the modeling, that there would be about 20% contact (only allowed 20% of the mesh volume to transfer heat between surfaces).

The fiber optic measurement is severely affected by vibrations induced by the natural circulation cooling of the reactor while it is operating. The affected regions are typically at the fiber end (15.25+ meters) and at the feedthrough into the furnace (14.8 – 14.9 meters). It does appear that the vibration-induced noise effects the measurement only locally and that the rest of the measurement is not impacted. Despite this, the shape of the temperature distribution do closely match with the peak being predicted within a centimeter. As expected, the temperature gradients near the edges of the graphite heating element (the end of the STAR-CCM+ data plot corresponds with the end of the graphite heater) are steeper. In the STAR-CCM+ simulation, the peak temperature is 908°C and the fiber optic measures 720.2°C, compared to the thermocouple readings in Table 7 this does not demonstrate good performance for the fiber optics. It is expected that the internal stresses introduced by the inherent fiber optic probe might be the culprit for the poor agreement. The niobium sheath and quartz ferrules will act to stretch the fiber and compress it, and these stresses will appear to the software as if generated by thermal expansion of the fiber optic. This poor performance does not bode well for the fiber optics.
Figure 10: Normalized temperature distribution from fiber optics measurements and the STAR-CCM+ model.

IV. Conclusions

The furnace operation has been smooth and stable and it is expected to maintain operational integrity throughout the next few months with minimal maintenance. The process of installation and data acquisition has occurred without major problems with only minor concerns related to the LabView software. These have been corrected in their entirety as of this writing on the 14th of May. The automatic PID controller works very well with the parameters that were set manually.

Some of the modeling has fallen short, in particular the reactivity worth of the experiment was overestimated. While this was quite a conservative result, the causes are currently unknown. Since the experiment is very well within technical specification limits of the NSCR, further modeling will not be performed. The thermal modeling also fell short, but primarily as a result of containing assumptions in the means of heat transfer that are no longer valid for the experiment. The axial distribution appears to be well predicted.

The radiation detection fibers optics are, from initial investigations, are not functioning properly. This makes spatial measurements difficult to validate, expect with flux foils. These flux foils, however, were determined using a different experimental device. The difference, however, is not excepted to be significant, since the OD of the long-tube and furnace is identical. Therefore displacing the same volume of water.

The temperature fiber optics do produce measurements that are seemingly believable; however, the measured peak and average temperature does not correspond to well to what the installed
thermocouples measure. This is likely due to thermal stresses induced by the fiber optic probe. This performance, however, is not acceptable. The fiber optic performance, up to this point, has been poor.
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