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EXECUTIVE SUMMARY

The objective of this research project was to address major materials performance and methodology issues for the design and construction of high-temperature and very high-temperature nuclear systems. This work provided a synergy between the development of simplified, but robust, design rules for high-temperature systems and materials testing, along with performance and improvement of these systems. Such systems would have to deal with time-dependent materials properties (creep, creep-fatigue, high-temperature corrosion) in components with complex stress states, long intended service lives, and aggressive operating environments. Because routine mechanical properties data and current high-temperature design methodology does not provide adequate information for long-term, robust system design, this project investigated these issues with the focus on long-term material property degradation analysis. In addition, high-temperature materials testing in relevant corrosive environments (such as low oxygen, partial pressure with substantial carbon activities) has been performed to support further code qualification of existing alloys and the development of emerging alloys. Alloy 617 and Alloy 230 are the two lead alloys for very high temperature applications, and these two alloys were studied extensively in this research effort.

The work in this program concentrated heavily on identifying and quantifying materials degradation mechanisms at high temperatures, including mechanical properties performance, corrosion resistance, and the synergy between the two. The materials design issues center primarily on a “damage mechanisms” approach rather than on the more traditional approach of quantifying limitations on loads and operational times (e.g. isochronis stress-strain curves). It was found that in the temperature range studied in this program, 800 to 1000°C, a major issue with materials mechanical properties degradation was the evolution of the internal carbide structure. The initial strengthening that the matrix carbide structure provides quickly dissipates and the migration of carbon to the grain boundaries results in significant weakening of the grain boundary strength during mechanical loading. This results in an internal damage mechanism that results in intergranular fracture.

The materials response was also examined after long term aging, up to 10,000 hours at elevated temperature. Long term aged materials also showed the effects of materials degradation, principally through the redistribution of the carbide structure.

Corrosion studies in high oxidizing, low oxidizing, and carburizing atmospheres indicate that Alloy 230 performs better than Alloy 617 in oxidizing conditions, but is more prone to degradation in carburizing atmospheres.

The creep-rupture properties of the two alloys were studied in detail using pressurized tubes. In most cases, the elevated creep response showed a very short period of secondary creep and an extended period of tertiary creep. The pressurized tubes produce a biaxial stress state. The post test microstructure showed that grain boundary “damage,” again associated with the carbide structure, was the major controlling feature in the creep-rupture response.
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1. INTRODUCTION

The objective of this research program was to address major materials performance and design methodology issues for the design and construction of high temperature and very high temperature nuclear systems such as the Very High Temperature Reactor (VHTR). The work provides a synergy between the development of simplified, but robust, design rules for high temperature systems and materials testing, performance, and improvement of these systems. These systems will have to deal with time dependent material properties (creep, creep-fatigue, high temperature corrosion) in components with complex stress states, long intended service lives, and aggressive operating environments. Routine mechanical properties data and current high temperature design methodology do not provide adequate information or approaches for long term, robust system design. This program will address these issues. In addition, high temperature materials testing in relevant corrosive environments (low oxygen partial pressure with substantial carbon activities) will be performed to support further code qualification of existing alloys and the development and qualifications of developmental materials alloys.

The development of materials and design methodologies for high temperature components has been a major challenge, and perhaps the most limiting factor, in the development and advancement of current and future energy systems, such as the Ultra Supercritical Boiler Program, the development of Heat Recovery Steam Generators (HRSG), and high temperature reactor systems, including the Very High Temperature Reactor (VHTR) in the Generation IV nuclear initiative. A balance must be struck between the goal of reaching the highest possible temperature for thermodynamic efficiency reasons and the limitation of materials of construction to withstand a variety of static and dynamic structural loads for extended periods in high temperature service. Nowhere is this balance more important than in the development of high temperature and very high temperature nuclear systems, where the service life of major components should exceed 30, or now possibly 60 years, of continuous service without any compromise on the safe operational limits of the system. Other very high temperature energy systems, for instance jet engine components, have been able to meet this challenge by novel materials processing techniques (e.g. directional solidification or single crystal technology), advanced heat removal technology (e.g. microchannels for blade and vane cooling), and frequent component replacements (e.g. blade and vane service limits of 10,000 hours). However, these high temperature issues are confined to relatively small volumes of materials where highly specialized solutions are possible. Even in non-nuclear applications, high temperature systems for fossil or petrochemical uses, with larger high temperature components, routine replacement of components is common. These options are not available for nuclear service applications which place more severe materials selection and design constraints on system components.

This motivates the dual need for materials which can withstand extended operation in high temperature environments and the need for design methodologies to adequately assess their use. Since these two issues are intimately linked, this proposal addresses an approach for meeting both needs in a coordinated program. In addition, this program was closely coordinated with on-going and planned research efforts at ORNL and INL, in order to maximize the program productivity through well-coordinated Lab-University interactions.
2. PERSPECTIVE
The development and characterization of materials for very high temperature energy conversion applications is a major component of developing reliable, robust energy sources for efficient electricity generation. High temperature materials are also important for the development of thermo-chemical conversion processes which can also be driven at much higher conversion efficiencies. Of particular interest to the US nuclear industry is the development of a very high temperature gas-cooled nuclear reactor which could reach temperatures approaching 1000°C. At these elevated temperatures, it would be possible to use direct cycle helium turbines to produce electricity at efficiencies of ~60% thermal to electric conversion. It would also be possible to drive hydrogen production at high efficiencies based on one of a number of thermo-chemical cycles, the most promising of which is the S-I (sulfur-iodine) cycle.

The need to find materials which are useful in systems designed for very high temperatures has been an ongoing quest for all energy conversion sectors, including transportation, chemical processing, and electricity production. Metallic alloys are of considerable interest because of their ability to resist catastrophic fracture, their workability and formability, their availability, and the vast design experience. The ability of metallic alloys to perform at high temperature is based on their melting or softening points, their strength, and their resistance to exposure in corrosive atmospheres. Exposure in extreme environments severely limits the selection of materials for these applications and is also very restrictive in terms of the design limitations on long term service conditions.

In the current program, two of the most promising metallic alloys for high temperature applications, Alloy 617 (Inconel 617) and Alloy 230 (Haynes Alloy 230), were examined to characterize their behavior under extreme conditions similar to those they might encounter in service. Alloy 617 has been studied for similar applications for a number of years, though there is still not sufficient information to fully qualify it for elevated temperature service. Alloy 230 is a relatively new alloy with similar mechanical properties, workability, formability, and physical properties to Alloy 617. It may also offer some advantages for elevated temperature services when compared to Alloy 617. This program was designed to compare the performance of these two alloys under conditions which were characteristic of service conditions in a very high temperature gas-cooled nuclear reactor.

In the period between the 1950’s and the early 1980’s, there was a very significant advancement in high temperature materials and design methodologies for a variety of applications, mostly for energy systems. This period saw the development of superalloys, refractory alloys, structural ceramics, composites, and other high temperature materials and alloy systems to meet and extend these service needs. It also saw the successful development of several high temperature nuclear systems including gas-cooled reactors, where component temperatures exceeded 650°C. That success spawned efforts in the US, UK, France, Germany and Japan to develop very high temperature gas cooled reactor systems, typically He-cooled, with anticipated core outlet temperatures in excess of 850°C and preferably approaching 1000°C. Because of the very high coolant temperature, these systems could embrace non-standard energy conversion methodologies which avoided steam-based energy conversion cycles. In many cases, these systems were pursued for their ability to provide process heat to support a number of chemical conversion processes. The US program had a dual focus – “nuclear process heat” (NPH) for chemical conversion applications and “direct cycle helium turbine” (DCHT) technology for electricity production using a Brayton cycle. In addition to the thermodynamic advantages, these
systems were appealing for their low thermal inertia which provides a long heat-up time-constant under accident conditions resulting in nearly “inherently safe” systems.

The efforts to develop these systems were limited by materials performance issues and by limitations in design methodologies to address the complex, additional materials deformation and degradation issues at high temperatures. Large materials research programs were developed to start to address the need to characterize high temperature materials mechanical and corrosion performance; a substantive review is available [2.1]. Principal additional materials issues at elevated temperature include the effect of time dependent deformation (e.g. creep), low tensile strengths, dynamic materials aging issues (e.g. phase transformations, grain boundary segregation, dissolution of strengthening phases, grain growth, recrystallization), synergetic and adverse interactions between creep and fatigue, dynamic crack propagation (e.g. creep and creep-fatigue crack growth), and others. In addition, for high temperature gas-cooled reactor systems, the coolant, He, is slightly contaminated by minor impurity gases from leaks and other internal and external sources. The composition of these impurity gases (primarily H2O, H2, CH4, CO, and CO2) results in an atmosphere which is reducing for most alloying elements, but has a carbon activity greater than or equal to 1. The reducing, but carburizing, atmosphere results in a highly corrosive environment. Most high temperature alloys, which are designed to form and maintain self-protecting oxide films under exposure to oxidizing atmospheres such as jet engines, cannot form self-protecting barriers, and pick up significant amounts of carbon, resulting in internal carbide formation, and minor amounts of oxygen, resulting in internal oxidation. Both of these effects result in materials degradation which can lead to reduced strength or, more dramatically, crack initiation or enhanced corrosion sites. All of these effects become more problematic as the temperature increases.

In addition to the multiple international programs to understand elevated temperature materials performance issues, major efforts were undertaken to develop useful design guidelines for high temperature components for these systems. In the US, ASME Boiler and Pressure Vessel code case N-47 (also referred to as Code Case 1592) was an attempt to develop a system of design guides for high temperature design. The structure of these ASME B&PV design rules were developed out of techniques already in use for lower temperature designs where creep (i.e. time-dependent deformation) was not an issue. Most of the developments were and are directly analogous to other design principles in ASME B&PV Code Division III (for nuclear component design) and VIII (for non-nuclear pressure system design). For example, rules which address limits on stresses to some fraction of the yield strength at low temperatures were transformed into limits on a “quasi-yield strength” from isochronous stress-strain curves (i.e. time dependent stress strain curves, one for each 50°F and for various component life times up to 300,000 hours). In addition, relatively severe limits on (monotonic) creep strain were imposed: 1% total elongation (including strain on loading), 80% of the stress for tertiary creep and 67% of the rupture stress (assumes low ductility rupture since the 1% strain limit would normally be limiting). These design rules have now been incorporated in the ASME B&PV Code, Section III, Subsection NH.

The development of design rules for high temperature components maintained the standard stress classifications used at low temperatures: Primary Stress (P), Secondary Stress (Q, self-equilibrating stresses), and Peak or Local Stress (F), which in their own right, are often difficult to interpret. This leads to a real dilemma in design since stress states, or their classifications, are not generally known during the initial, major stages of the design process, so
design under the rules becomes a circular process where a proposed design requires stress analysis leading to (perhaps with much complication) classifications of the stress states which, if not consistent with the design rules, leads to redesign. This becomes extremely cumbersome for complex, high temperature components where stress relaxation, due to creep, can play a major role in redistributing strains and altering stress states.

A problem which is always present in high temperature applications, but which becomes a major concern in very high temperature problems, is the issue of creep damage assessment. Damage reveals itself in two ways, through tertiary creep, or accelerating creep rate under nominally constant stress, and by void initiation and growth. At very high temperature, tertiary creep, due to time related metallurgical changes, appears virtually from the outset of operation and continues throughout the life of the component. This phenomenon cannot be ignored without incurring significant errors in life assessment. Furthermore, contrary to common belief, tertiary creep is not necessarily linked with microstructural damage involving void formation and growth. The latter may evolve according to an entirely different set of rules from tertiary creep and, at the extremely long lives being considered for the VHTR, can lead to failure at low strains. Current design practice, as defined by Section III/NH, does not account for the added awareness of time related evolution of damage mechanisms needed to adequately assess components of the VHTR variety.

A further complication of the past and current versions of Subsection NH is that in order to set reasonable materials stress limits, specific materials data are required for code qualification. The general guidelines are that data can be extrapolated by only a factor of three (x3), so a 300,000 hour (about 40 year) component life requires 100,000 hour data. This data should be available at 50°F intervals up to the temperature of interest (i.e. from the non-creep, lower temperature regime up to the highest service temperature for which the material would be qualified), though some exceptions have been made to allow for interpolation of data which is only available at 100°F intervals. A further major restriction is that the data should be representative of the design limits (e.g. 1% total strain, 80% of the tertiary creep stress or 67% of the rupture stress), so tests performed for extended periods should aim for these limits, and not higher strain limits or shorter ruptures lives where creep (or isochronous tensile deformation) is controlled by other deformation mechanisms.

Because of these stringent requirements, only five alloys are currently qualified, with one more in the process of being qualified, for elevated temperature service under Section III, Subsection NH (others are qualified under either Section I or Section VIII where other high temperature systems are covered): 316 SS and 304 SS to 816°C, Alloy 800H to 760°C, 2¼ Cr – 1 Mo (“annealed”) and 9Cr-1MoV ferritic steels to 650°C, with Alloy 617 (Inconel 617) still in the qualification process. It is clear that, apart possibly from Inconel 617, none of the materials would perform adequately for service temperatures approaching 1000°C. Materials development during the lengthy process of gaining approval of the code case could provide better performing materials. But even then, extensive testing would have to be performed to make a reasonable case for code qualification. The addition of Alloy 230 (Haynes Alloy 230) provides an alternate possibility for very high temperature design applications.

1 Note that the results of the current program on Alloy 617 are a part of a much larger effort by INL and ORNL to code qualify Alloy 617 for high temperature applications.
In fact, the materials qualification procedures, as stringent as they are, do not require direct qualification for a number of extremely important materials performance characteristics. Rather, these performance characteristics must be accounted for in the design process. This leaves very large gaps in the information with which designers must rely upon, especially in areas where (simplified) approximate methods are applied. Examples of these areas include all but the most rudimentary materials properties issues such as the effect of corrosive environments, fatigue and creep-fatigue interactions, creep and creep-fatigue crack initiation and growth, materials aging issues, and dynamic loading conditions which can lead to ratcheting or other incremental materials and structural failure modes. In most cases, these are the most important design issues since local stress at stress concentrators, welds, joints, discontinuities, etc. present much more severe loading conditions as well as more extreme time-dependent dynamic loading conditions than other structural features. The component life will depend much more on these special features than the more major component characteristics, thus the design methodology to handle them must be conservative, but reasonable. Methodologies such as “linear damage summation” (and more complicated off-shoots), the Bree diagram, creep and creep-fatigue crack growth parameters (e.g. C*), Larson-Miller parameters, and so-forth have been developed to attempt to deal with these critical issues. These fall far short of a robust design methodology, and apply to various materials systems in different ways.

To summarize, the following highlights several of the most critical and least resolved design and materials issues for high temperature and very high temperature systems. A strong link between materials and design methodologies exists. Sound structural design and analysis is limited by the dearth of materials performance information and by cumbersome and uninformed design methodologies. On the other hand, materials test programs often concentrate on the simplest tests, neglecting more complicated stress, corrosion, and aging issues that are of most interest for setting design limits.

This project helped to address these two issues in concert, rather than separating them into two unlinked research topics, as is typically done. The coordinated program has the advantage that design-specific materials information can be developed alongside simplified design methodologies and materials-specific implications. Contrast this to the evolution of ASME B&PV Section III, Subsection NH, which has been in the works for more than thirty years and still lacks qualification of structural materials and contains design methodologies which have yet to be tested for the increased temperatures anticipated in future applications. Preliminary work sponsored by ORNL has shown distinct areas in which design rules contained in Section III/NH fail to cope adequately with the special problems of very high temperature applications [2,2]. Work in this program has demonstrated the value of a “damage mechanism” approach where specific materials degradation paths set design limitations. These degradation paths are analyzed based on the underlying physical phenomena controlling materials degradation and failure in extreme conditions.
3. EXPERIMENTAL APPROACH

3.1 Mechanical Tests

The prospective design of the IHX for the VHTR requires the thickness of the chosen material to be in the range from 0.2 to 2 mm. [3.1] Considering a compatible dimension, miniature specimens were used to study the alloys’ tensile properties. (Fig. 3.1) The Alloy 617 specimens with the same geometry and dimensions have been employed to study grain boundary engineering (GBE) and irradiation effects. [3.2] Another important reason for using miniature tensile specimens is that the material’s strength in the plate thickness direction can be readily tested.

Tensile specimens were cut along the long-transverse (LT) direction from the rolling plane. (Fig. 3.2) Tensile tests with a strain rate of ~10^{-3}/s were conducted at temperatures ranging from room temperature (RT) to 1000ºC using an INSTRON 1331 servo-hydraulic test system equipped with a high temperature furnace. Temperature was maintained for ~40 minutes after heating to the desired value to gain a stabilized and homogenous heat zone. The temperature variation was ±3ºC during testing.
3.2 Synchrotron Radiation Study

High-energy X-ray diffraction measurements were carried out at the 1-ID beamline of the Advanced Photon Source (APS) at Argonne National Laboratory (ANL). The experimental setup and its schematic are shown in Figs. 3.3 and 3.4, respectively. Uniaxial tensile tests were performed on an MTS closed-loop servo-hydraulic test frame (Model 858) at a crosshead speed of 0.005 mm/s, corresponding to an initial specimen strain rate of ~10^{-3}/s. Diffraction measurements were conducted continuously with a monochromatic 86 keV (\(\lambda = 0.0144\) nm) X-ray beam every 10 seconds. The incident beamsize was 300 x 300 \(\mu\)m\(^2\). Complete Debye–Scherrer diffraction rings from the solid-solution austenitic matrix and the carbide from the diffraction volume were recorded using an area detector (GE angio type). An ion chamber and a PIN diode (p-type, intrinsic, n-type diode) embedded within the beamstop were used to measure the initial and transmitted beam intensities, respectively. The distance between the sample and the detector was 1.336 m.

![Fig. 3.3: The experimental diffraction setup at APS 1-ID beamline at ANL](image1)

![Fig. 3.4: Schematic of the experimental diffraction setup](image2)
Fig. 3.5(a)&(b) show typical 2D diffraction patterns from an Alloy 230 specimen before and after tensile loading (~45% strain), respectively. The Debye rings associated with various radii are reflected by lattice planes with various interplanar spacings, $d_{hkl}$. Before tensile loading, the diffraction pattern was incomplete rings (relatively sporadic with varying intensity for diffracted areas). (Fig. 3.5(a)) After tensile loading with a large strain, the alloy experienced significant plastic deformation. The dislocation density development and subgrain structure (e.g. dislocation cell) formation resulted in increased random crystalline orientations in the alloy, which can be seen in the uniform Debye rings. (Fig. 3.5(b)) Nevertheless, texture formation during plastic deformation caused additional variations of diffraction intensities in the azimuthal direction. The diffraction pattern in Fig. 3.5(b) shows the *duplex fiber texture*: [111]+[100]. Another important phenomenon that occurs after external loading is the change in shape of the Debye rings. Under the external applied stress, the spherical diffraction rings became ellipsoidal. The change in shape of the diffraction rings is the foundation for measuring lattice strain caused by the *macrostresses*, or Type I stress. Schematic interpretations of the changes in diffraction patterns for tensile response are shown in Fig. 3.6. The internal stress formed during vertical loading causes the radii of Debye rings to be shortened in the axial direction (Azimuth ($\eta$) = 90 and 270º) and lengthened in the transversal direction (Azimuth ($\eta$) = 0 and 180º). To deduce the lattice strain, $\varepsilon$, from the change in radii, an algorithm similar to those found in refs. 3.3, 3.4, 3.5, & 3.6 was applied to the diffraction patterns of Alloy 230. The detailed analysis procedure that was performed is detailed below:

1. Determined the beam center, detector tilt, and sample-to-detector distance using software FIT2D [3.3, 3.4, 3.7] according to (200) and (333) reflections of reference material CeO$_2$.

2. Converted the diffraction pattern from polar to Cartesian coordinates through re-binning processing. The converted images of the original diffraction patterns from Alloy 230 (Fig. 3.5) are shown in Fig. 3.7. 36 azimuthal bins were used in the study, corresponding to an angle increment of 10º.

3. Fitted diffraction peaks using a pseudo-Voigt function to find the average center of the peak intensity, $R(\eta)$. (Fig. 3.8) For each reflection, the radius profile changes with applied stresses with an intersection at a single radius. This radius, $R_0$, and its corresponding azimuth, $\eta_0$, are considered invariant during deformations. (Fig. 3.9) Thus, the lattice strain caused by applied stresses can be calculated by:

$$
\varepsilon(\eta) = \frac{R(\eta) - R_0}{R_0}
$$

(3-1)

4. Applied the bi-axial strain model to determine the axial lattice strain, $\varepsilon_{11}$, and transversal lattice strain, $\varepsilon_{22}$, in the sample coordinate system. ($\varepsilon_{11} = \varepsilon(\eta=90 \text{ or } 270º)$ & $\varepsilon_{22} = \varepsilon(\eta=0 \text{ or } 180º)$) (Fig. 3.10)
Fig. 3.5: Diffraction patterns from Alloy 230 (a) before and (b) after deformation

Fig. 3.6: Schematic interpretation of the changes in diffraction patterns for the tensile response
Fig. 3.7: Converted diffraction patterns from Alloy 230 (a) before and (b) after deformation

Fig. 3.8: Peak fitting using a pseudo-Voigt function for the average center of the peak intensity
Fig. 3.9: Radius peak position versus azimuthal degree for the (311) reflection as a function of applied stresses for Alloy 230

Fig. 3.10: Lattice strain analysis based on a profile fit of diffraction strain ($\varepsilon$) versus Azimuth ($\eta$)
3.3 Uniaxial Creep Tests

Creep-fatigue tests are usually performed on uniform gage section test specimens. ASTM standard E 2714-09, the Standard Test Method for Creep-Fatigue Testing, specifies the geometry and dimensions of specimens used for creep-fatigue testing [3.8]. In accordance with that standard, two specimen designs for two different test frames were used in this study. Specimens were made from as-received materials in the solution-treatment condition with the long axis aligned with the rolling direction of raw materials. Figs. 3.11 and 3.12 illustrate the detailed schematic of two specimen designs used for creep-fatigue testing.

Fig. 3.11: Schematic for the straight-sided creep-fatigue specimen for hydraulic grips
Fig. 3.12: Schematic for the threaded creep-fatigue specimen.

Additional Notes
Parallelism: <=0.01mm
Concentricity: <=0.01mm
Perpendicularity: <=0.01mm
Final machining and polishing shall eliminate all circumferential scratches. Final grinding followed by longitudinal mechanical polishing is recommended.
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The high temperature creep-fatigue behavior of materials is usually influenced by many different factors, such as temperature, environment, strain rate, total strain range, creep-fatigue waveform, and strain hold time. This study focuses on the effect of total strain range and duration of hold time on the creep-fatigue behavior of materials. In addition, LCF tests at the same strain level as the creep-fatigue tests were done to serve as a benchmark for determining the extent of reduced fatigue life under creep-fatigue tests. To realize these goals, a test matrix as shown in Table 3.1 was proposed. Further, the test matrix was designed to generate enough data for developing modeling for creep-fatigue life predictions. The test temperature was controlled in the following fashion: the specimen was first heated to the target temperature at a heating rate of 10ºC per minute, and then the specimen was held at that temperature with zero load for about 45 minutes to allow temperatures to stabilize before the commencement of the test. The end-of-test criterion is defined as the attainment of 40% decrease in the cyclic maximum tensile stress.

Table 3.1: Test matrix for LCF and creep-fatigue testing of Alloy 617 and Alloy 230

<table>
<thead>
<tr>
<th>Material</th>
<th>Temperature(ºC)</th>
<th>Environment</th>
<th>Total Strain Range and Hold Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5%</td>
<td>1.0%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Alloy 617</td>
<td>850</td>
<td>Air</td>
<td>2.5E-4 /s</td>
</tr>
<tr>
<td>Alloy 230</td>
<td>850</td>
<td>Air</td>
<td>2.5E-4 /s</td>
</tr>
</tbody>
</table>

*PT: Peak tensile strain

Two creep-fatigue test frames were established at ORNL as shown in Figs. 3.13 and 3.14. Both frames used servo-hydraulic power to perform the creep-fatigue test in air. The controller for the frame in Fig. 3.13 was an Instron Model 8500 testing system. The temperature control was accomplished using a three-zone resistance furnace with three S-type thermocouples attached to the gauge section of the specimen with Pt wires, as illustrated in Fig. 3.15. An Epsilon Model 3448 high temperature extensometer was used to measure the axial strain of the specimen. The working principle of the high temperature extensometer is that the central gauge part of the specimen is in direct contact with the ceramic feeler arms of the extensometer (as shown in Fig. 3.16), hence the elongation or contraction of the gauge part can be tracked and measured. In order to attach the extensometer to the specimen, two spring-loaded ceramic wires were used and the extensometer was also supported from a fixture via a glass fiber wire. In this way the extensometer could maintain a relatively stable and horizontal position during the whole duration of the test. Forced air flow was also applied for cooling the extensometer during high temperature creep-fatigue testing to yield a more stable strain reading.

The second set of creep-fatigue test frames used more up-to-date hardware compared with the first one, and provided easier operation and better repeatability. It consisted of MTS 646 hydraulic grips for clamping the specimen ends, an MTS 407 controller for controlling the test waveform, a one-zone resistance furnace, and an MTS 632.53 high temperature extensometer for strain control and measurement. Fig. 3.17 shows the picture of a straight sided specimen installed
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in the second set of creep-fatigue test frames. Since the furnace of the second load frame had one-zone control, one S-type thermal couple was tied to the middle of gauge section of the specimen. The high temperature extensometer was pushed against the specimen by a spring gadget of the extensometer housing so that the ceramic feeler arm of the extensometer was in firm contact with the specimen gauge. Normally a temperature gradient exists inside the furnace at elevated temperatures and it is necessary to know the magnitude of this gradient and make necessary adjustments to the original target temperature (850 °C) to make sure the whole gauge section of the specimen is within the allowable temperature range per ASTM Standard E2714-09. To realize this, one specimen with three S-type thermal couples attached at the upper, middle, and lower parts of the gauge section was used. The reading of the middle thermal couple was used for controlling the temperature, while the readings of the upper and lower thermal couples were used for determining the temperature gradient. Once the temperature gradient inside the furnace at the original target temperature was determined, adjustments were made to the original control temperature. All of the following tests were done with this adjusted temperature and only one S-type thermal couple attached to the middle gauge section of the specimen was used. For the purpose of yielding high quality results, major components of both test frames, such as the load cell, extensometer, and the load frame LVDT sensor, were all calibrated to satisfy the relevant ASTM standards. The alignment of both load frames was also checked with strain-gaged specimens and the alignment fixture was adjusted to ensure that the maximum bending strain was less than 5.0% of the axial strain.
Fig. 3.13: First set of creep-fatigue test frames. Detailed item description: (1) alignment fixture; (2) load cell; (3) specimen grips; (4) specimen; (5) furnace; (6) high temperature extensometer
Fig. 3.14: Second set of creep-fatigue test frames. Detailed item description: (1) alignment fixture; (2) hydraulic grips; (3) furnace; (4) specimen; (5) high temperature extensometer; (6) load cell
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Fig. 3.15: Attachment of three S-type thermal couples to the specimen with Pt wires

Fig. 3.16: Attachment of an Epsilon Model 3448 high temperature extensometer to the specimen
Post-test specimens with a size of 4 mm by 4 mm were first cut into small strips along the longitudinal direction. The strip sample was polished up to 0.05 µm finish with alumina suspensions. To remove the polishing damage and reveal the grain structure, polished specimens were etched with a solution consisting of 10 ml nitric acid, 10 ml acetic acid, and 15 ml hydrochloric acid for 1 to 2 minutes. JEOL 6500F at the SHaRE User Facility of ORNL was used for carrying out scanning electron microscope (SEM), energy dispersive spectroscopy (EDS), and electron backscatter diffraction (EBSD) examinations on the specimens in this study. This facility makes use of a field emission gun for the electron source and a Si drift detector for X-ray microanalysis. It is also equipped with a high speed EBSD detector and Orientation Imaging Microscopy (OIM) data collection and analysis software from TSL that can be used for making EBSD analysis. The detailed EBSD data acquisition conditions are summarized in Table 3.2.

<table>
<thead>
<tr>
<th>Sample tilt angle</th>
<th>Electron accelerating voltage</th>
<th>Working distance</th>
<th>Image binning</th>
<th>Scan rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>70 deg</td>
<td>20 KV</td>
<td>~20 mm</td>
<td>4 x 4</td>
<td>~15 FPS</td>
</tr>
</tbody>
</table>
3.4 Biaxial Creep Tests

Tube specimens of Alloy 617 and Alloy 230 were produced by Century Tubes Inc. The composition of the two materials is given in Table 3.3 with certified test report of heat numbers XX58A7UK for Alloy 617 and 8305-8-7171 for Alloy 230.

The specimens used in the study are compact and rely only on internal pressure. The dimensions of the creep specimen and a photograph of the specimen are shown in Fig. 3.18. Using the electron beam welding technique, the specimens were sealed by two end caps with a small hole drilled in one of the two end caps. Before pressurizing the specimen, the specimen was pumped down by a mechanical pump. Then the furnace was heated up to the working temperature and the specimen was put into the middle of the furnace. High purity argon gas was then used to pressurize the specimen. The use of argon can help avoid oxidation of the inner wall. A pressure gauge was used to monitor the pressure in the tube. Fig. 3.19 shows the schematic diagram of the system. After a period of time, the specimen was taken out and then the gas inside the specimen was released. The diameter change of the specimen was measured using a laser scanner, the resolution of which is 0.5 μm. Fig. 3.20 shows the schematic diagram and photograph of the laser instrument used in the present study. Tables 3.4 and 3.5 list the experimental conditions for Alloy 617 and Alloy 230, respectively. The stresses indicated in Tables 3.4 and 3.5 are the mid-wall effective stresses based on the von Mises criterion, converted by the following equations [3.9]:

\[
\sigma_h = \frac{pR_i^2}{R_o^2 - R_i^2} \left[1 + \frac{R_o^2}{R_m^2}\right]
\]

(3.2)

\[
S = \frac{\sqrt{3}R_o^2}{R_o^2 + R_m^2}\sigma_h
\]

(3.3)

where \(R_i\): inner radius, \(R_o\): outside radius, \(R_m\): mid-wall radius, \(p\): internal gas pressure, \(\sigma_h\): mid-wall hoop stress, and \(S\): mid-wall effective stress. The diameter strain can be calculated by the following equation:

\[
\varepsilon_{dia} = \frac{\Delta D}{D_0}
\]

(3.4)

where \(D_0\): original diameter, \(\Delta D\): diameter change, and \(\varepsilon_{dia}\): diameter strain. To examine the microstructure change during the secondary creep, an interrupted test was conducted for Alloy 230 at 950°C under the applied stress of 12 MPa.

Table 3.3: Chemical composition of Alloy 617 and Alloy 230 in wt% for tube specimens

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Al</th>
<th>B</th>
<th>C</th>
<th>Co</th>
<th>Cr</th>
<th>Cu</th>
<th>Fe</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>617</td>
<td>1.04</td>
<td>0.02</td>
<td>0.08</td>
<td>12.46</td>
<td>22.21</td>
<td>0.14</td>
<td>1.55</td>
<td>─</td>
</tr>
<tr>
<td>230</td>
<td>0.37</td>
<td>0.03</td>
<td>0.11</td>
<td>0.19</td>
<td>22.39</td>
<td>─</td>
<td>0.94</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>Mn</td>
<td>Mo</td>
<td>Ni</td>
<td>S</td>
<td>Si</td>
<td>Ti</td>
<td>W</td>
<td>La</td>
</tr>
<tr>
<td>617</td>
<td>0.07</td>
<td>8.97</td>
<td>53.02</td>
<td>0.01</td>
<td>0.17</td>
<td>0.29</td>
<td>─</td>
<td>─</td>
</tr>
<tr>
<td>230</td>
<td>0.5</td>
<td>1.36</td>
<td>BAL</td>
<td>0.02</td>
<td>0.38</td>
<td>0.01</td>
<td>14.26</td>
<td>─</td>
</tr>
</tbody>
</table>
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Fig. 3.18: Schematic diagram and photograph of the pressurized creep tub

Fig. 3.19: The schematic diagram of creep tube testing performed at high temperatures

Fig. 3.20: Laser instrument used to measure the diameter change of the tube specimen. The resolution is 0.5μm [3.10]

<table>
<thead>
<tr>
<th>Table 3.4: Experimental conditions of Alloy 617</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>900</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3.5: Experimental conditions of Alloy 230</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>900</td>
</tr>
</tbody>
</table>
3.5 Creep Simulation

The experimental results are central to understanding material properties at certain temperatures and stresses. However, these experimental conditions are limited and cannot directly provide long-term creep life estimations. To understand the creep properties of both Alloy 617 and Alloy 230 comprehensively, a computational method to extend the existing experimental results to a larger range of temperatures and stresses is required. The experimental data of Alloy 617 and Alloy 230 at 950°C and 850°C was used for this simulation.

To develop a simulation equation, we begin with a description of the time-dependent relationship between stress and strain. For example, consider the experimental data of Alloy 617 at 950°C and at a creep time of 30 hours (Fig. 3.21). We can describe its behavior as the sum of two strain components: the first describes a linear stress dependence at low stress levels, and the second describes a stronger stress dependence at higher stress levels.

![Fig. 3.21: Illustration of the analysis of stress-strain data](image)

The linear portion can be approximated by the relation $\varepsilon = C(t)\sigma$, where $t$ represents time. This fitting line is used to evaluate the slope $C(t)$ and is allowed to intercept the strain axis at nonzero values. The interception value is considered to be a measurement uncertainty. The portion that has a stronger dependence on stress can be represented by $\varepsilon = K(t)\sigma^n$. In this relation, $n$ is the stress exponent, which indicates the creep mechanism. Then, the total stress-strain relationship can be represented by:

$$\varepsilon = C(t)\sigma + K(t)\sigma^n$$  \hspace{1cm} (3.5)

From the previous work by Tung [3.11], the value of $n$ for Alloy 617 at 950°C is 3.3. The values of $C(t)$ and $K(t)$ are determined from each set of strain-stress data by curve fitting. Table 3.6 provides the $C(t)$ and $K(t)$ for Alloy 617 at 950°C for different periods of time.
Table 3.6: Curve-fitting values of $C(t)$ and $K(t)$ for Alloy 617 at 950°C

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>$C(t)$</th>
<th>$K(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.316e-7</td>
<td>1.81e-5</td>
</tr>
<tr>
<td>30</td>
<td>2.479e-8</td>
<td>8.333e-5</td>
</tr>
<tr>
<td>100</td>
<td>1.059e-9</td>
<td>2.524e-4</td>
</tr>
<tr>
<td>160</td>
<td>4.933e-10</td>
<td>5.525e-4</td>
</tr>
<tr>
<td>256</td>
<td>1.127e-10</td>
<td>7.648e-4</td>
</tr>
</tbody>
</table>

As suggested by Swindeman and Pugh [3.12], $C(t)$ and $K(t)$ can be represented as:

$$C(t) = A \cosh^{-1}(1 + rt)$$  \quad (3.6)

$$K(t) = Pt^m$$  \quad (3.7)

$A$, $r$, $P$, and $m$ are temperature dependent constants obtained from curve fitting. Finally, the experimental creep data can be represented as:

$$\varepsilon = A\sigma \cosh^{-1}(1 + rt) + P\sigma^n t^m$$  \quad (3.8)

3.6 Finite Element Analysis for Creep Behavior

A more accurate manner to simulate the creep behavior is to apply a finite element method (FEM). FEM is a numerical technique for finding approximate solutions to boundary value problems. The commercial software, ABAQUS, was employed for the FEM analysis. ABAQUS/CAE provides numerical functions for both modeling and analysis of mechanical components and assemblies, and allows visualization of the finite element analysis result. Creep, a huge nonlinear deformation problem, is especially suitable for simulation by ABAQUS. The ABAQUS model of the creep tube before deformation is shown in Fig. 3.22.
ABAQUS provides three basic models for describing creep behavior: the time-hardening, strain-hardening, and hyperbolic-sine models. However, none of these models can precisely describe the three-stage creep development, so the implementation of user subroutines is needed to develop better simulation accuracy. The user subroutines in ABAQUS allow the program to be customized for particular applications and projects, and greatly extend the applicability of ABAQUS. With slight modifications to the constants’ values, equation 3.8 is used in the creep subroutine as the constitutive function. The dimensions of the pressurized tubes defined in ABAQUS are of the same size as the ones used in the experiment. Since the dimensions of a sample near two end caps barely changes in our experiment, the two ends are assumed to be fixed in the model as a boundary condition. The subroutine program is attached in the appendix.

3.7 High Temperature Fatigue Crack Growth of Haynes 230
The experiments in this study were performed on the commercially available nickel-based superalloy Haynes 230. The chemical composition for the sheet used is shown in Table 3.7. Haynes 230 is a solid-solution strengthened alloy, and the additions of chromium, tungsten, and molybdenum contribute to the high temperature properties of the alloy. The typical microstructure has a wide range of grain sizes and is displayed in the optical photomicrograph in Fig. 3.23. Using the linear intercept method, as outlined in ASTM E-112, the average grain size was found to be about 50 μm. A large amount of annealing twins were observed in the material, so electron back-scatter diffraction (EBSD) was performed on an area of approximately
0.39 mm² to obtain statistical information. A portion of the EBSD data is shown in Fig. 3.24(a). Fig. 3.24(b) shows a histogram of the coincident lattice notation, CSL, grain boundary types for the entire area scanned. 573 out of the 1249 grain boundaries were described using the CSL criterion and almost two-thirds were $\Sigma 3$ boundaries.

**Table 3.7: Chemical composition (wt%) of the Haynes 230 studied**

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>B</th>
<th>C</th>
<th>Co</th>
<th>Cr</th>
<th>Cu</th>
<th>Fe</th>
<th>La</th>
<th>Mn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.35</td>
<td>0.005</td>
<td>0.1</td>
<td>0.16</td>
<td>22.14</td>
<td>0.04</td>
<td>1.14</td>
<td>0.015</td>
<td>0.5</td>
</tr>
<tr>
<td>Mo</td>
<td></td>
<td>Ni</td>
<td>P</td>
<td>S</td>
<td>Si</td>
<td>Ti</td>
<td>W</td>
<td>Zr</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>bal</td>
<td>0.005</td>
<td>0.002</td>
<td>0.49</td>
<td>0.01</td>
<td>14.25</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3.23: Microstructure of the as-received Haynes 230 material showing annealing twins and a wide range of grain sizes
The sheet received was 2.38 mm (3/32”) thick, and single-edge notch “dogbone” specimens were electrical discharge machined (EDM) with a gauge length of 25.00 mm and a width of 4.00 mm. A 0.5 mm deep notch was EDM in the center of the gauge length to facilitate pre-cracking during the fatigue crack growth experiments.

In order to prepare the specimens for DIC, two separate procedures were required that depended on the temperature condition. For the room temperature experiment, the specimens were mechanically polished to a mirror finish using abrasive paper up to P2400 grit size. Black paint was then airbrushed onto the specimen surface to create a speckled pattern. The high temperature (HT) experiment required a different preparation, since at 900 °C the sample glowed. The front of the sample was painted white with a thin layer of very high temperature paint. The paint was then cured using a three-step process, exposing it to a maximum temperature of 315°C. A layer of black paint was then airbrushed onto the specimen, as was done with the room temperature experiment. The white paint was required for the HT sample to reduce the brightness that comes with the glowing and to prevent the speckle pattern from changing due to oxidation.

A servo-hydraulic load frame was used during the experiments. The HT specimen was heated using induction heating. A type-K thermocouple was spot welded onto the middle of the back of the specimen, approximately 2 mm above the notch plane. While at zero load, the specimen was heated at a rate of 75°C per minute until the sample reached 900°C. The temperature was kept within ±3°C for the entirety of the experiment. An IMI 202FT digital camera was used to capture images during the fatigue crack growth experiments. The camera resolution was 1600x1200 pixels, the maximum frame rate was 15 fps, and an adjustable lens with a 12 x magnification range and 2 x adapter was used to achieve different magnifications. A magnification of 2.5 x was used to capture the images. The specimens were loaded in fatigue at a load ratio, R, of 0.05 and a frequency of 3 Hz. The RT specimens were fatigue loaded with a
stress range of 270 MPa. The stress range had to be reduced due to the lower yield stress at 900°C, and the HT specimen was fatigue loaded with a stress range of 104.5 MPa. A computer program controlled the servo-hydraulic load frame and captured images and their corresponding loads measured by a 7.5 kN load cell during the test. Once a crack was visually identified, measurement cycles were periodically run at a frequency of 0.25 Hz in order to capture a greater number of images per cycle to provide an in-depth analysis of the fatigue cycles.

A commercially available image correlation program was used to perform DIC analysis. For a description of the digital image correlation technique, see [3.13] and [3.14]. For the crack closure analysis, the first image of each measurement cycle, captured at minimum load, was used as the reference image for that cycle. When studying slip irreversibility, the first image of the experiment, again captured at minimum load, was used as the reference image since strains due to the crack were not yet present. The full field of displacements, both behind and ahead of the crack tip, was used for correlations. The displacements were used in the least-squares regression, as briefly described in the Appendix, in order to determine the effective stress intensity factor ranges and crack closure levels. At each correlated point, the horizontal ($\Delta x$) and vertical ($\Delta y$) displacements were calculated and differentiated to obtain the strains assuming a small strain approximation.

For transmission electron microscopy (TEM), 1 mm thick discs were sectioned with a low-speed diamond saw parallel to the loading axis from the failed specimens, and then mechanically ground and polished down to 0.15 mm foil thickness. Large electron transparent areas were obtained in these foils by conventional twin jet polishing using a solution consisting of 5% perchloric acid in ethanol at $-20^\circ$C and 15 V. The TEM was operated at a nominal voltage of 200 kV and a double-tilt specimen holder was employed for imaging under two-beam conditions.

### 3.8 Transpassive Behavior of Ni-based Alloys

Very high temperature reactors (VHTRs) with the dual capacity of electricity generation and hydrogen production are promising candidates for future nuclear generators [3.15]. Two routes for hydrogen generation currently under consideration are electrochemical or thermochemical water splitting [3.16]. Thermochemical water splitting is preferred because it only requires heat [3.16]. The sulfur–iodine cycle is a promising candidate because it can efficiently produce hydrogen at temperatures achievable with VHTRs (between 900 and 1000°C) [3.16]. Inconel 617 (Ni–Cr–Co–Mo) and Haynes 230 (Ni–Cr–W–Mo) are solid-solution strengthened Ni-based alloys developed as high temperature and corrosion resistant materials and are currently under consideration for use in components of next generation reactors [3.15-3.19]. The effect of aging at high temperature on the alloys’ electrochemical behavior has important implications for use in VHTRs.

Ni, Cr, and Ni–Cr alloys are known to undergo transpassive dissolution, the electron-mediated formation of soluble species from an oxide layer, at sufficiently anodic potentials [3.20-3.25]. Ring-disk polarization and AC impedance [3.20-3.23], as well as in situ X-ray photoelectron spectroscopy (XPS) and X-ray absorption near edge spectroscopy (XANES) of binary (Ni–Cr) alloys, show that the main products of transpassive dissolution are soluble Cr(VI) species [3.26].
Raman spectroscopy and surface-enhanced Raman spectroscopy (SERS) have been used to investigate the effect of pressurized water reactors on Ni alloys (alloy 600 and alloy 690) in which a Cr(III) rich phase was determined to be α-Cr₂O₃ [3.27-3.32]. Devine’s group has used in situ surface-enhanced Raman Spectroscopy with electrodeposited gold to investigate the passive layer that forms on austenitic nickel samples exposed to Cl⁻ in acidic and basic solutions. In HCl solutions they found the passive layer of alloy C22 (Ni–Cr–Mo–W) to be composed of a combination of MoO₃, MoO₂, and amorphous Cr(III) oxide species at low potentials, with evidence for Cr₂O₃ at transpassive potentials [3.33].

Although in situ techniques have been used to characterize the passive layer in ambient conditions and with high temperature and pressure solutions, the effect of heat treatment has not been fully investigated [3.15, 3.18-3.19, 3.34-3.39]. It is unknown whether heat aging changes the distribution of surface species that form during transpassive dissolution in sulfuric acid. Herein we demonstrate the use of Shell Isolated Surface Enhanced Raman Spectroscopy (SHINERS) to interrogate the speciation of surface species that form in the anodic potentials for Haynes 617 and Haynes 230 that have been aged at high temperature in air and compare to the as-received alloy. The SHINERS technique allows examination of the electrode surface without possible complications arising from deposition of a second metal, such as Au. It also allows for potential cycling through a wide potential range.

All solutions were prepared from ultrapure water (Milli-Q UVplus, Millipore Inc., 18.2 M Ω cm⁻¹) and high purity H₂SO₄ (Optima, Fisher Scientific). Electrochemical experiments were performed using a CHI 760D potentiostat (CH Instruments) with a two component cell, Pt gauze counter electrode, and “no leak” Ag/AgCl reference electrode filled with 3 M KCl (Cypress). Working electrodes were held in place with Kel-F collets and rotated with a modulated speed rotator (Pine Research Instrumentation). Plates of Alloy 617 and Alloy 230, synthesized by hot working and solution treatment, were supplied by Haynes International [3.15]. The composition of the as-received alloys is listed in Table 3.8 as described in Mo et al. [3.15]. Disks (2–3 mm thick and 5–10 mm in diameter) were cut from the plates. Heat treated samples were aged in laboratory air at temperatures of 900 and 1000°C for 3000 h. These disks were used as the working electrodes and were polished to mirror finish with 0.3 μm Al₂O₃, sonicated in ultrapure water, then rinsed with copious amounts of ultrapure water before use in experiments.

Table 3.8: Elemental composition of alloys in average weight percent from Mo et al. [3.15].

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>B</th>
<th>C</th>
<th>Co</th>
<th>Cr</th>
<th>Cu</th>
<th>Fe</th>
<th>La</th>
</tr>
</thead>
<tbody>
<tr>
<td>617</td>
<td>1.03</td>
<td>&lt;0.002</td>
<td>0.08</td>
<td>12.2</td>
<td>22.1</td>
<td>0.017</td>
<td>1.104</td>
<td>–</td>
</tr>
<tr>
<td>230</td>
<td>0.38</td>
<td>0.004</td>
<td>0.11</td>
<td>0.29</td>
<td>21.7</td>
<td>0.04</td>
<td>1.4</td>
<td>0.014</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mn</th>
<th>Mo</th>
<th>Ni</th>
<th>P</th>
<th>S</th>
<th>Si</th>
<th>Ti</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>617</td>
<td>0.064</td>
<td>9.46</td>
<td>52.86</td>
<td>0.002</td>
<td>&lt;0.002</td>
<td>0.05</td>
<td>0.39</td>
<td>–</td>
</tr>
<tr>
<td>230</td>
<td>0.46</td>
<td>1.75</td>
<td>BAL</td>
<td>0.005</td>
<td>&lt;0.002</td>
<td>0.4</td>
<td>&lt;0.01</td>
<td>13.89</td>
</tr>
</tbody>
</table>
SHINERS experiments were performed using methods described previously [3.40-3.42]. In particular, an aqueous colloid of SiO$_2$ capped Au was synthesized as discussed in Li et al. [3.40, 3.41] with Au diameter of 18 nm and shell diameter of 1-2 nm. The colloid was drop cast onto the polished surface and dried under a stream of Ar. SHINERS measurements were performed at room temperature using an in situ cell described previously [3.43] with a Au wire counter electrode and Ag/AgCl reference electrode. The excitation line was a HeNe laser (632.8) impinging the surface at a 45° angle. Scattered light was collected with an air cooled CCD. The typical acquisition time for each spectrum was 30 s.

XPS experiments were performed with an Axis ULTRA spectrometer (Kratos Analytical). A monochromatic Al X-ray source was used with a 150 W source power, a 1000 meV step energy, and a 100 ms dwell time for two sweeps. Data were calibrated to a C 1 s peak.
3.9 Material Characterization

3.9.1 Tensile specimens
Alloy 617 and Alloy 230 were supplied by Haynes International as 1 inch and 1.5 inch thick plates, and each was hot worked and solution treated at 1177°C for 37 minutes and 1191°C for 3 hours, respectively. (Heat Number: 861758808 for Alloy 617 and 830587801 for Alloy 230) The chemical composition is shown in Table 3.8.

Microstructure analysis was performed using a JEOL 2100 Cryo TEM, JEOL 2010 LaB6 TEM, and JEOL 7000F SEM coupled with EBSD capabilities. The TEM samples were prepared using electropolishing methods with a solution of 10% acetic acid in methanol at -45°C and 22V. The SEM samples were etched for ~3 minutes using 10 ml acetic acid, 15 ml HCl, and 10 ml HNO₃. The EBSD samples were polished with SiC abrasive paper down to 600 grit followed by 1μm and 0.3 μm alumina solutions. Finally, the polishing process was completed with vibratory polishing with 0.02 μm colloidal silica. The intrinsic particles in Alloy 617 are Cr rich M₂₃C₆, Mo rich M₆C, and a small amount of Ti(C,N). [3.44] Similar to Alloy 617, Alloy 230 has intrinsic W rich M₆C. [3.45] Fig. 3.25(a) & (b) show the microstructure of Alloy 617 and Alloy 230, respectively. The inclusion particles in both alloys are induced from the hot rolling process and cannot be re-dissolved during solid solution annealing. Similar to the particles in a hot rolling steel, these carbides in Alloy 617 and Alloy 230 are strung as bands in the transverse planes and flattened in the rolling planes. Additionally, these carbide particles in Alloy 617 are not evenly distributed in the material, but instead spread as clusters in various areas. (Fig. 3.25(a)) Comparatively, the inclusion particles in Alloy 230 distribute more homogenously. (Fig. 3.25(b))

![Fig. 3.25: Microstructure of the materials in the as-received condition: (a) Alloy 617; (b) Alloy 230](image)

In addition to the large inclusion particles, many intergranular precipitates were observed in both alloys. (Fig. 3.26 and Fig. 3.27) In Alloy 617, these second phase particles are present as a thin film precipitating on grain boundaries and connected to large inclusion particles. (Fig. 3.26) In Alloy 230, this intergranular particle is dendritic, but it also connects to large inclusion particles. (Fig. 3.27) Due to a small volume fraction, these intergranular particles have little impact on both alloys’ mechanical properties.
The distribution of grain size in Alloy 617 is duplex: small grains with size ranging from 10 to 30 μm in the inclusion rich areas and large grains with size ranging from 40 to 100 μm in the inclusion free areas. During solid solution annealing, the inclusion particles exert a pinning pressure on grain boundaries and impede their movement/immigration (Zener pinning) so that the crystal growth is much slower in the inclusion rich areas. Hence, small grains are obtained in the inclusion rich areas after annealing, whereas coarse grains are found in the inclusion free areas. (Fig. 3.25(a) and Fig. 3.28(a)) Nevertheless, particle distribution in Alloy 230 is more homogenous. This results in moderate grain size variation after solid solution annealing. The average grain size is ~70 μm in Alloy 230.

From EBSD analysis, ~60% and ~53% of the grain boundaries are twin boundaries (or coincidence site lattice (CSL) $\Sigma 3$ grain boundaries) for Alloy 617 and Alloy 230, respectively. The twin boundaries are shown as red lines in Fig. 3.28.
3.9.2 Creep tube specimens

To characterize the corroded layer, microstructural analysis was carried out in the Frederick Seitz Materials Research Laboratory (FS-MRL). For creep tests, the cross-sectional surface was cut using a low-speed diamond saw machine, and then polished and etched using 15 ml HCl, 10 ml acetic, and 10 ml HNO₃. The etching time for Alloy 617 and Alloy 230 was about 180 and 270 s, respectively. The specimen surface was examined by SEM. Before the creep tests, the as-received cross-sectional view and side view (longitudinal direction) of the metallic surface for both alloys was also examined. This is shown in Fig. 3.29 and 3.30 for Alloy 617 and Alloy 230, respectively.
Fig. 3.29: Microstructures of as-received Alloy 617 with (a) cross-sectional view and (b) side view
Fig. 3.30: Microstructures of as-received Alloy 230 with (a) cross-sectional view and (b) side view
3.9.3 Long-term aged specimens
The original Alloy 617 was provided by Haynes international, Inc. in a 1 inch plate, which was hot worked and solution heated at 1177°C for 37 minutes (Heat Number: 861758808). The original Alloy 230 used for aging was also supplied by Haynes international, Inc. in a 1.5 inch plate with hot work and solution heat processing at 1191°C for 3 hours (heat Number: 830587801). Then these materials were aged in VULCANTM 3-350 furnaces at 900°C and 1000°C for 10,000 hours, respectively.
4. RESULTS

4.1 Tensile Properties for Alloy 617 and Alloy 230

Fig. 4.1(a)&(b) show the strain-stress diagram of Alloy 617 and Alloy 230, respectively. Generally, the alloys can withstand high stresses during tensile testing at temperatures up to 700°C. Above 800°C, the effect of strain hardening is significantly weakened. The stress rapidly decreases once it reaches the yield point. Particularly at 900°C and 1000°C, strain hardening can hardly be observed. Fig. 4.2 shows the measured tensile properties for Alloy 617 and Alloy 230. The strengths at various temperatures are analogous for both alloys. From RT to 800°C, both alloys maintained a relatively high yield strength (Y.S. >250 MPa) with a slight decline with increasing temperature. Similarly, the decrease in ultimate tensile strength (U.T.S.) from RT to 700°C is moderate. At higher temperatures (>900°C for Y.S. & >800°C for U.T.S), both alloys were unable to withstand a large stress. (Fig. 4.1) Hence, a notable loss of strength was found for these temperatures. (Fig. 4.2)

It should be noted that the tensile responses for Alloy 617 using miniature specimens are analogous to properties found during experiments using standard size specimens [4.1, 4.2], indicating little, if any, size effects.

Fig. 4.1: Strain-stress diagrams of (a) Alloy 617; (b) Alloy 230
4.1.1 Tensile response from room temperature to 700°C
At room temperature, the strain-stress curve is smooth and continuous without apparent serrations. With increasing testing temperature, the strain-stress curve becomes serrated and unstable. (Fig. 4.1) These serrated strain-stress curves can be described by the Portevin-LeChatelier effect. During plastic deformations, dislocations become locked by solute atoms (e.g. interstitial carbon atoms) and can only be released when sufficient external stress is applied. This “drag and release” process is displayed by the serrated flow in a strain-stress curve. Since the flow stress can temporarily increase during external loading, this phenomenon is called dynamic strain aging, which suggests that aging occurs during deformation. [4.3] For both alloys, the dynamic strain aging is evident at temperatures ranging from 300 to 600°C. (Fig. 4.1) Fig. 4.3 shows the flow stresses at selected temperatures for both alloys. The amplitude for the stress oscillation is found to be slightly higher for Alloy 230 than Alloy 617 (Table 4.1). For both alloys, the amplitude of serrations is found to increase with studied temperature due to the higher atom diffusibility attained at higher temperatures.
4.1.2 Tensile response from 800°C to 1000°C

The previous analysis of tensile response at intermediate temperatures cannot be applied to higher temperature regions (> 800°C) because of the involvement of additional deformation mechanisms and the accompanying loss of strain hardening. For both alloys, 800°C can be considered the equicohesive temperature. [4.4] Above this temperature, grain boundaries are unable to impede dislocation movement. Hence, matrix grains and grain boundaries have comparable strength. High-temperature creep induced by thermal assisted dislocation glide and climb becomes a major deformation mechanism. The changes in deformation behavior at different temperatures are evaluated from observations of fracture micromechanisms. (Fig. 4.4)

During tensile testing at temperatures below 800°C, dislocations in the alloys do not have sufficient mobility to climb over carbide particles. Instead, they pile up on the interphase boundaries between matrix and carbide particles. (Fig. 4.5) Nevertheless, as the number of dislocations increases, sufficiently large stresses are generated and placed on the particles. Then, the particles begin to crack and produce voids during plastic deformation. (Fig. 4.4(a)) The coalescence of the crack voids finally results in pre-mature failure during testing. This can be seen in the strain-stress diagram for temperatures up to 600°C (Fig. 4.1), which shows that elongation is small beyond the maximum stress (U.T.S) (i.e. little necking occurs). In contrast, dislocations attained a high thermal-activated mobility at elevated temperatures (>700°C for Alloy 617 and Alloy 230).

At these high temperatures, particle pinning is not as effective and efficient as at low temperatures because many dislocations with enhanced mobility are able to bypass the particles.
by dislocation creep or cross-slip. Furthermore, dislocation boundaries (incidental dislocation boundaries (IDB’s) in the small scale or geometrically necessary boundaries (GNB’s) in the large scale) can transform into low-angle grain boundaries during high-temperature deformation. This process of recrystallization releases the strained areas closed to the interphase boundaries, and thus decreases the stresses that are placed on the particles. As a result, few particle crack voids were observed at temperatures above 700ºC for both alloys. Instead, intergranular fracture initiated by triple junction cracks became the major fracture mechanism. (Fig. 4.4(b))

Intergranular fracture is a combined result of grain boundary sliding (controlled by dislocation creep) and grain boundary cavitation. Cavity formation was found to depend on the locally applied stresses and grain boundary surface energy that related to the coherence of the boundary. The cavity formation can be described by the critical radius for stable cavity development, $r_c$, where $r_c = \frac{2\gamma_s}{\sigma}$, $\gamma_s$ is the grain boundary surface energy, and $\sigma$ is the local tensile stress normal to the grain boundary. [4.5] Due to a relatively high strain rate and a corresponding high stress level, grain boundary cavities formed and coalesced to produce grain boundary cracks. Failure finally occurred at wedge cracks located at grain boundary triple points. (Fig. 4.4(b))

Fig. 4.4: Fracture micromechanisms: (a) particle cracks at 200ºC (b) triple point cracks at 800ºC

Fig. 4.5: M$_{23}$C$_6$ in Alloy 617 with dislocations: (a) bright field image; (b) diffraction pattern (B=[011])
Another important phenomenon that occurs during high-temperature deformation is dynamic recrystallization (DRX). Fig. 4.6 shows the SEM and EBSD analyses of a tensile specimen after testing at 800°C. In order to differentiate between the recrystallized grains and inclusions and precipitates, both alloy matrix grains and carbides were scanned, recognized, and mapped by EBSD. (Fig. 4.6(b)&(c)) A very small number of recrystallized grains with a size of ~1 µm or smaller were found in grain boundaries near a triple point crack. No apparent recrystallization was seen in other areas. This indicates that dynamic recrystallization rarely occurs during plastic deformation at 800°C.

Fig. 4.6: DRX in the tensile test at 800°C: (a) SEM image of a grain boundary with a crack; (b) EBSD mapping showing the crystal orientations; (c) EBSD sampling of the inclusion particles (M23C6)

Fig. 4.7 shows dynamic recrystallization during tensile testing at 1000°C. Due to a higher temperature, both the number and the size of recrystallized grains are much larger compared to those at 800°C. The recrystallized grains possess various crystal orientations, whereas the adjacent large grains attain a developed texture (e.g. <111>) after plastic deformation. Additionally, a great number of twin boundaries are generated during dynamic recrystallization due to low stacking fault energy (SFE) in Alloy 617. [4.6] Compared to a large fraction of recrystallized grains in the necking area (Fig. 4.7(b)), dynamic recrystallization that occurs 2 mm beyond the necking area is less intense (Fig. 4.7(a)) with a smaller number of recrystallized grains. This detail indicates the factor of strain on dynamic recrystallization: higher strain in the necking area promotes dynamic recrystallization. Fig 4.7(b)&(c) show a great number of fine grains that nucleated in an inclusion-rich area. The high volume fraction of carbide particles and small grain sizes strengthen this area by impeding dislocation movement. Hence, higher dislocation density and more subgrain structures are developed in an inclusion-rich area. During high-temperature deformation, subgrain structures can easily form new grains by the transformation of subgrain boundaries into low-angle grain boundaries. [4.7] In addition to the inclusion rich areas, original high-angle grain boundaries are another preferential region for dynamic recrystallization (the “original” is used to differentiate the boundaries that existed before dynamic recrystallization from the boundaries formed by recrystallization).

During plastic deformation, a large number of original twin boundaries lose their coherence and develop into high $\Sigma$ or high angle boundaries. However, a very small number of
recrystallized grains are found in these boundaries. This indicates that different DRX kinetics exist for different types of grain boundaries. Finally, although the strain was over 0.5 when the specimen ruptured, the recrystallized region was much smaller than the un-recrystallized area. This indicates that steady state recrystallized microstructure was not achieved.

Fig. 4.7: DRX in the tensile test at 1000°C: (a) 2 mm from the necking area; (b) necking area; (c) enlarged image of the selected area seen in (b)
4.2 Effect of Orientation of Alloy 617

Although numerous studies have been conducted on the creep and corrosion resistance of Alloy 617 and Alloy 230, little research has focused on the evaluation and characterization of the orientation effect on each alloy. The effect of orientation on mechanical properties is significant in terms of engineering design and safety, because the loss of strength in one direction can impact the integrity of required component shapes and cause localized failure. This effect can be exacerbated for components of the VHTR due to its harsh environment and long-term operation. For instance, the recently proposed PCHE for use in the VHTR may induce a potential issue with respect to the mechanical directionality of the material. Because of the block-shaped design of the PCHE, high-temperature material damages (e.g. creep or creep-fatigue) will not only occur along the gas flow channels, but they will also endanger the transverse direction of the heat exchanger. Unfortunately, the transverse/thickness direction usually possesses the weakest mechanical properties, so failure will be more likely to occur in this direction. Other components with special geometry in the VHTR, such as the thick wall tubes under high internal pressure, can also suffer the adverse effect of orientation with dramatically lowered strength in the transverse directions. It is therefore necessary for the engineering design of reactor components to measure the mechanical properties of a material in the transverse direction and clarify the source of anisotropy.

In order to study the effect of orientation, tensile testing on the plate form of Alloy 617 with various sampling directions was conducted at temperatures up to 1000ºC. The specimens were sampled from different orientations with respect to the long-transverse direction. Previous studies indicate that little or no deviation of mechanical properties exists between the rolling (longitude) and the long-transverse direction of Alloy 617. Thus, the long-transverse direction was employed as a reference to study the mechanical anisotropy and associated microstructure gradients in Alloy 617.

![Fig. 4.8: In-plane sampling directions of tensile specimens](image)

4.2.1 Mechanical anisotropy

The results of tensile tests on Alloy 617 are presented in Fig. 4.9. The best tensile properties were observed from specimens in the long-transverse direction. Specimens in the other testing directions presented a comparatively lower strength. First, for specimens at 0º and 30º angles to the long-transverse direction, the difference in yield strength is ~60MPa from room temperature to 800ºC. The difference becomes much smaller for temperatures higher than 800ºC. Between 30º and 45º angles, the loss of yield strength is more moderate: ~20MPa on average from RT to
800°C. Finally, yield strength does not show a noticeable change for angles of 45º to 90º. Unlike the changes in yield strength, the ultimate tensile strength decreases at an approximately constant value from one angle to another. In other words, Alloy 617 shows a linear loss in tensile strength from the long-transverse (0º) to the short-transverse (90º) direction. It should also be noted that the loss in tensile strength is generally greater than the loss in yield strength.

Additionally, the temperature dependence of mechanical anisotropy is pronounced for Alloy 617. The difference in yield strength between the long-transverse and short-transverse directions is reduced from ~70MPa at room temperature to ~20MPa at 1000ºC. In tensile strength, the difference decreases from ~135MPa at room temperature to ~20MPa at 1000ºC. Note that the difference in magnitude of strength becomes much smaller for temperatures higher than 800ºC. (Fig. 4.9) Nevertheless, it is difficult to conclude that the effect of orientation diminishes as the temperature increases, because the absolute values of both the yield and tensile strength have already decreased. Therefore, a simple comparison of absolute strength values is insufficient to evaluate the anisotropy, since a small stress difference may be caused by a large fraction of strength reduction. Thus, in order to evaluate the strength as a fraction, the long-transverse strengths are employed as references. Hence, the relative Y.S. and U.T.S. can be expressed by equations 4.1 and 4.2, respectively.

Relative Y.S. = \[
\frac{\text{Y.S. for a specific angle}}{\text{Y.S. in long - transverse direction (T)}} = \frac{\text{Y.S.}(\theta, T)}{\text{Y.S.}(0º, T)}
\]  \hspace{1cm} (4.1)

Relative U.T.S. = \[
\frac{\text{U.T.S. for a specific angle}}{\text{U.T.S. in long - transverse direction (T)}} = \frac{\text{U.T.S.}(\theta, T)}{\text{U.T.S.}(0º, T)}
\]  \hspace{1cm} (4.2)

In the above equations, \(\theta\) represents the angle from the long-transverse direction (\(\theta = 0º\)(LT), 30º, 45º, 60º or 90º(ST)) and T is the studied temperature. Additionally, the mean value of the relative Y.S. and U.T.S. for all studied temperatures can be defined as:
The mean values of relative strength are calculated to study the overall effect of orientation for the entire range of studied temperatures. Meanwhile, these mean values serve as standards of comparison for the relative Y.S. and U.T.S. at different temperatures.

Fig. 4.10 shows the results of the analysis of relative strength. Similar to the changes in absolute strength, the relative yield strength decreases rapidly once the sample orientation is not parallel to the rolling planes. The relative yield strength maintains a small value for angles between 45º and 90º. The relative tensile strength exhibits a linear relation with respect to the orientation with the long-transverse direction. These results agree well with the analysis of absolute strength at lower temperatures. However, the difference in relative strength between the long-transverse direction and the other studied angles at high temperatures does not diminish as observed for the trend in absolute strength. The loss in yield strength in the short-transverse direction is ~17% at both room temperature and 1000ºC, slightly less than the mean value of ~22% (‘AVG’ in Fig. 4.10(a)). The loss in tensile strength in the short-transverse direction at room temperature, 300ºC, and 1000ºC has a similar value of ~17%, which is also close to the mean value (‘AVG’ in Fig. 4.10(b)). Therefore, even though the difference in absolute strength between the long-transverse and short-transverse directions is much smaller at high temperatures, the difference in relative strengths is comparable to the value at low temperatures. This indicates that the effect of orientation on the mechanical properties at high temperatures is analogous to that at low temperatures.

\[
\text{Relative Y.S.} = \frac{\text{Mean value of Y.S. for a specific angle for all studied temperatures}}{\text{Mean value of Y.S. in long-transverse direction (\(\theta = 0^\circ\)) for all studied temperatures}} = \frac{\sum_{T=RT}^{1000^\circ C} Y.S.(\theta, T)}{\sum_{T=RT}^{1000^\circ C} Y.S.(\theta = 0^\circ, T)}
\]

\[
\text{Relative U.T.S.} = \frac{\text{Mean value of U.T.S. for a specific angle for all studied temperatures}}{\text{Mean value of U.T.S. in long-transverse direction (\(\theta = 0^\circ\)) for all studied temperatures}} = \frac{\sum_{T=RT}^{1000^\circ C} U.T.S.(\theta, T)}{\sum_{T=RT}^{1000^\circ C} U.T.S.(\theta = 0^\circ, T)}
\]
Fig. 4.10: Relative strengths of Alloy 617: (a) relative Y.S.; (b) relative U.T.S.

4.2.2 Microstructural anisotropy
The triplanar montage generated from SEM images exhibits the microstructure gradients in the three principle directions. (Fig. 4.11) A great number of intrinsic carbide inclusions, composed of coarse M₂₃C₆ type carbides with a small amount of Ti(C,N), are presented as white spots in
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Fig. 4.11. These carbides are shown as bands on the transverse plane (TP) and longitudinal plane (LP) and grouped as clusters on the rolling plane (RP).

The EBSD mappings for the rolling and transverse plane are shown in Fig. 4.12(a)&(b), respectively. Similar to the band-shaped distribution of inclusion particles (Fig. 4.11), the alignment of crystals in the transverse plane appears to be parallel to the rolling plane. Most small grains are located near carbide bands. The lamellar-shaped inclusions and the associated fiber-shaped grain distributions are known as mechanical fibering. [4.4, 4.5] The EBSD analysis also shows that both coarse and fine grains are randomly oriented, indicating no intrinsic texture in the as-received Alloy 617. (Fig. 4.13)
Fig. 4.12: EBSD analysis of Alloy 617 in the as-received condition: (a) rolling plane; (b) transverse plane; (c) legend

Fig. 4.13: Texture analysis for Alloy 617 in the as-received condition

Fig. 4.14 and Fig. 4.15 show the results of EBSD analyses for the long- and short-transverse specimens, respectively, that have been tensile tested at room temperature. The sampling area for each specimen is ~0.5 mm from the rupture edge. The crystallography in Fig. 4.14(a) and Fig. 4.15(a) shows that the dominant textures after plastic deformation are primary <111> and secondary <001> parallel to the tension direction (refer to the legend in Fig. 4.12(c)). A direct observation of the texture development in specimens comes from an intensity mapping in the pole figures (Fig. 4.16). The long-transverse specimen showed a developed duplex texture: <111> + <001> (Fig. 4.16(a)). In contrast, many more random crystal orientations were observed in the short-transverse specimen, indicating that the material was not significantly deformed before rupture (Fig. 4.16(b)).
Fig. 4.14: EBSD analysis for the long-transverse specimen after tensile testing at room temperature: (a) crystal orientation mapping; (b) strain contouring

Fig. 4.15: EBSD analysis for the short-transverse specimen after tensile testing at room temperature: (a) crystal orientation mapping; (b) strain contouring
Beyond texture analysis, a more direct method, strain contouring, was employed to study orientation effects on deformation processes of Alloy 617. Based on the measurement of the maximum misorientation in a grain, strain contouring provides an estimate of the amount of strain in individual grains of a material. Detailed procedures for strain contouring can be found in [4.11]. The results of strain contouring for the long- and short-transverse specimens are shown in Fig. 4.14(b) and Fig. 4.15(b), respectively. The intensities of highly strained areas are represented by the red and green portions of the maps, with red signifying a greater intensity. Note that the highly strained areas are located close to the inclusion rich areas for both specimens. For the short-transverse specimen, the highly strained area is close to the large cracks generated by the rupture of the inclusion particles, and thus appears perpendicular to the loading direction. (Fig. 4.15(b)) However for the long-transverse specimen, the highly strained area distributes parallel to the loading direction, because the inclusion rich area was slightly elongated along the loading direction during plastic deformation. (Fig. 4.14(b))

Following thermal aging for a specimen, microstructural analysis can provide additional information to understand the effects of orientation. Alloy 617 develops M\textsubscript{23}C\textsubscript{6} type precipitates during high-temperature aging. These carbide particles nucleate, diffuse, and coarsen with aging before they finally stabilize in favorable nucleation sites (e.g. interphase and high-angle grain boundaries). [3.15, 4.12] (Detailed discussion of this aging effect will be given in the next chapter.) SEM images show that the grain boundaries of Alloy 617 become decorated with
continuous intergranular carbide “chains” following thermal aging. (Fig. 4.17) These chains were broken at grain boundaries during plastic deformation. Fig. 4.17 shows a specimen of Alloy 617 aged for 300 hours at 1000ºC before undergoing a tensile test at room temperature. The tension direction is parallel to the short-transverse direction (perpendicular to the inclusion bands in the picture). During the test, the intergranular carbide chains became disconnected in areas lying between two inclusion bands, indicating that the plastic deformation essentially localized in these areas. The disconnection of the carbide chains and corresponding grain boundary elongation confirm the EBSD microstructural analyses for the short-transverse specimen. These phenomena also reveal the fact that the only strongly deformed areas are the areas between inclusion bands, and the inclusion bands constrain the plastic flow and result in highly strained areas (with large misorientation relative to a whole grain) close to inclusion particles.

![Fig. 4.17: SEM micrograph of a fractured sample of Alloy 617 aged at 1000ºC for 300 hours](image)

Above 800ºC, the flow stress is found to rapidly decrease once the yield stress is reached. Strain hardening is weakened due to the enhanced dislocation mobility. Additional deformation mechanisms, including dislocation creep and dynamic recrystallization (DRX) are also induced at high temperatures. The effect of orientation on the deformation process for high temperatures is therefore different from that for low temperatures. At a high temperature (e.g. 1000ºC), strains near the inclusion particles can be released by additional deformation mechanisms (e.g. dynamic recrystallization). However, the effect of orientation is not subsequently weakened according to the analysis of relative strengths. (Fig. 4.10) Fig. 4.18 shows the EBSD mapping of a short-transverse specimen after a tensile test at 1000ºC. Compared to a large fraction of recrystallized grains found in the long-transverse specimen (Fig. 4.7), recrystallized grains in the short-transverse specimen developed into another feature: a smaller number of grains with larger grain size. Nevertheless, similar to the long-transverse specimen, many recrystallized grains were found in the area close to the inclusion particles for the same reason given in section 4.1.1.
4.2.3 Fractography
Fractography provides a direct approach to study the various fracture processes of specimens at various angles. Fig. 4.19 shows the fractography of specimens following tensile testing at room temperature. For the specimens at 0º and 30º angles from the long-transverse direction, each individual grain can be clearly indentified in the fracture surface, indicating an approximate intergranular fracture. (Fig. 4.19(a) & (b)) For the specimen at 45º, “dimples” with slightly elongated troughs arise due to microvoids generated by the shear stress acting on the carbide particles. (Fig. 4.19(c)) “Dimples” with equiaxed microvoids can be found in the specimens at 60º and 90º (the short-transverse direction). (Fig. 4.19(d) & (e)) These microvoids are formed in association with fractured inclusion particles and rapidly expand under approximately uniaxial stresses. The results show that the impact of mechanical fibering is relatively small for low angles (0º and 30º), but becomes significant for higher angles (45º, 60º and 90º). The performed fractography analysis agrees well with mechanical tests and other microstructure analyses.
Fig. 4.19: Fractography after tensile testing at room temperature: (a) 0° (long-transverse direction); (b) 30°; (c) 45°; (d) 60°; (e) 90° (short-transverse direction)
4.3 Effect of Strain Rate

The strain rate applied to a material during a tensile test can have a significant impact on flow stress. The strain rate is defined as \( \dot{\varepsilon} = \frac{d\varepsilon}{dt} \) and is expressed in units of s\(^{-1}\). For most metallic materials, a higher strain rate generally results in a higher flow stress. In other words, increasing the strain rate in mechanical tests can increase the yield stress, and vice versa. [4.5] This strain rate dependence of flow stress is controlled by the applied temperature. Generally, metallic materials are more sensitive to strain rate at higher temperatures. Since Alloy 617 and Alloy 230 are expected to be used at temperatures up to 1000ºC, the effect of strain rate must be well examined before any practical application can take place.

The true stress (\( \sigma_t \)) and true strain (\( \varepsilon_t \)) can be found in terms of engineering stress (\( \sigma_e \)) and engineering strain (\( \varepsilon_e \)) by:

\[
\sigma_t = \sigma_e (1 + \varepsilon_e) \quad (4.3)
\]

\[
\varepsilon_t = \ln(1 + \varepsilon_e) \quad (4.4)
\]

The true strain rate, \( \dot{\varepsilon}_t \), is the rate of change in true strain (\( \varepsilon_t \)) with respect to time (\( t \)), and is defined by:

\[
\dot{\varepsilon}_t = \frac{d\varepsilon_t}{dt} = \frac{d[\ln(L/L_0)]}{dt} = \frac{dL}{L} = \frac{v}{L} \quad (4.5)
\]

In equation 4.5, \( v \) is the crosshead velocity, \( L \) is the instantaneous gage length, and \( L_0 \) is the initial gage length. Most tensile tests are conducted at a constant engineering strain rate (\( \dot{\varepsilon}_e \)), so it is more convenient to relate the true strain rate and engineering strain rate by:

\[
\dot{\varepsilon}_t = \frac{v}{L} = \frac{d\varepsilon_e}{dt} = \frac{\varepsilon_e}{1 + \varepsilon_e} \quad (4.6)
\]

When the applied engineering strain is small (e.g. \( \varepsilon_e = 0.002 \)), the difference between \( \dot{\varepsilon}_e \) and \( \dot{\varepsilon}_t \) is negligible. Hence, \( \dot{\varepsilon}_t \) can be replaced by \( \dot{\varepsilon}_e \) when studying the effect of strain rate on the yield stress. In the following discussion, the general form \( \dot{\varepsilon}_t \) is used to replace \( \dot{\varepsilon}_e \) and \( \dot{\varepsilon}_t \).

The relationship between flow stress and strain rate at a constant strain and temperature is given as:

\[
\sigma_t = C(\dot{\varepsilon}_t)^m \quad (4.7)
\]

In equation 4.7, \( m \) is the strain-rate sensitivity and \( C \) is a fitting constant. This equation can be rewritten as:

\[
\frac{\sigma_1}{\sigma_2} = \left(\frac{\dot{\varepsilon}_1}{\dot{\varepsilon}_2}\right)^m \quad (4.8)
\]

In equation 4.8, \( \sigma_1 \) and \( \sigma_2 \) are the flow stresses during testing at strain rates of \( \dot{\varepsilon}_1 \) and \( \dot{\varepsilon}_2 \), respectively. Thus, \( m \) can be obtained:

\[
m = \frac{\log \left(\frac{\sigma_1}{\sigma_2}\right)}{\log \left(\frac{\dot{\varepsilon}_1}{\dot{\varepsilon}_2}\right)} \quad (4.9)
\]
In order to obtain a sufficient data set to study the strain-rate sensitivity, tensile tests for Alloy 617 and Alloy 230 were conducted at two different strain rates: 0.01s\(^{-1}\) and 0.05s\(^{-1}\) in addition to previous tests completed at 0.001s\(^{-1}\). Fig. 4.20 shows the strain-stress diagrams of Alloy 617 for three different temperatures: 200\(^\circ\)C, 800\(^\circ\)C, and 1000\(^\circ\)C, representing low, high, and very high temperatures. At 200\(^\circ\)C, the flow stress was found to be insensitive to applied strain rates. Nevertheless, the flow stress substantially increased at 800 and 1000\(^\circ\)C while increasing the applied strain rate. This relationship shows the temperature dependence of the effect of strain rate for Alloy 617.

![Engineering strain-stress diagram for Alloy 617 at: (a) 200\(^\circ\)C; (b) 800\(^\circ\)C; (c) 1000\(^\circ\)C](image)

The complete results for the tensile tests are given in APPENDIX A. The value of \(m\) is determined by measuring the slope of a plot of \(\log(\dot{\varepsilon})\) versus \(\log(\sigma)\). (Fig. 4.21) The measured strain-rate sensitivities for 0.2% flow stress for Alloy 617 and Alloy 230 are given in Tables 4.2 and 4.3, respectively. For Alloy 617, the value of \(m\) is small (< 0.1) from room temperature to 800\(^\circ\)C. A notable increase in \(m\) occurs at 900 and 1000\(^\circ\)C with a value exceeding 0.17. For Alloy 230, the value of \(m\) is close to 0 for low temperatures. The only exception occurs at room temperature with a value \(m\) of ~ 0.15. Similar to the Alloy 617, the strain-rate sensitivities for Alloy 230 are much higher at 900 and 1000\(^\circ\)C.
Fig. 4.21: 0.2% flow stress versus strain rate for Alloy 617.

Table 4.2: 0.2% flow stresses for Alloy 617 at temperatures from RT to 1000°C

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>( \dot{\varepsilon}_t = 0.001 )</th>
<th>( \dot{\varepsilon}_t = 0.005 )</th>
<th>( \dot{\varepsilon}_t = 0.01 )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>460</td>
<td>470</td>
<td>500</td>
<td>0.031</td>
</tr>
<tr>
<td>200</td>
<td>385</td>
<td>374</td>
<td>380</td>
<td>-0.00785</td>
</tr>
<tr>
<td>300</td>
<td>316</td>
<td>328</td>
<td>377</td>
<td>0.06</td>
</tr>
<tr>
<td>400</td>
<td>339</td>
<td>340</td>
<td>341</td>
<td>0.003</td>
</tr>
<tr>
<td>500</td>
<td>328</td>
<td>305</td>
<td>367</td>
<td>0.03</td>
</tr>
<tr>
<td>600</td>
<td>303</td>
<td>306</td>
<td>344</td>
<td>0.047</td>
</tr>
<tr>
<td>700</td>
<td>298</td>
<td>323</td>
<td>373</td>
<td>0.088</td>
</tr>
<tr>
<td>800</td>
<td>283</td>
<td>285</td>
<td>300</td>
<td>0.022</td>
</tr>
<tr>
<td>900</td>
<td>195</td>
<td>248</td>
<td>297</td>
<td>0.1772</td>
</tr>
<tr>
<td>1000</td>
<td>125</td>
<td>166</td>
<td>193</td>
<td>0.1866</td>
</tr>
</tbody>
</table>

Table 4.3: 0.2% flow stresses for Alloy 230 at temperatures from RT to 1000°C

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>( \dot{\varepsilon}_t = 0.001 )</th>
<th>( \dot{\varepsilon}_t = 0.005 )</th>
<th>( \dot{\varepsilon}_t = 0.01 )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>367</td>
<td>470</td>
<td>515</td>
<td>0.1483</td>
</tr>
<tr>
<td>200</td>
<td>350</td>
<td>397</td>
<td>360</td>
<td>0.023</td>
</tr>
<tr>
<td>300</td>
<td>336</td>
<td>330</td>
<td>352</td>
<td>0.014</td>
</tr>
<tr>
<td>400</td>
<td>305</td>
<td>380</td>
<td>350</td>
<td>0.07</td>
</tr>
<tr>
<td>500</td>
<td>336</td>
<td>340</td>
<td>305</td>
<td>-0.03</td>
</tr>
<tr>
<td>600</td>
<td>315</td>
<td>335</td>
<td>316</td>
<td>0.007</td>
</tr>
<tr>
<td>700</td>
<td>289</td>
<td>292</td>
<td>297</td>
<td>0.01</td>
</tr>
<tr>
<td>800</td>
<td>250</td>
<td>270</td>
<td>230</td>
<td>-0.02</td>
</tr>
<tr>
<td>900</td>
<td>190</td>
<td>255</td>
<td>250</td>
<td>0.1304</td>
</tr>
<tr>
<td>1000</td>
<td>93</td>
<td>150</td>
<td>205</td>
<td>0.34</td>
</tr>
</tbody>
</table>
As discussed in section 3.1, the flow stress rapidly decreases once it reaches the yield point at high temperatures (800-1000ºC). The true strain-stress diagram shows that the plastic flow becomes stabilized with an approximately constant flow stress during the plastic regime. (Fig. 4.22 & 4.23) This constant flow stress characterized by strain independence was found to be sensitive to the applied temperature and strain rate. Thus, the strain-rate sensitivities for the constant flow stress can be interpreted from the true strain-stress diagrams (Fig. 4.22 & 4.23). The results of the analysis are shown in Tables 4.4 and 4.5 for Alloy 617 and Alloy 230, respectively.

![Fig. 4.22: True strain-stress curves for Alloy 617 at temperature: (a) 800ºC; (b) 900ºC; (c) 1000ºC](image1)

![Fig. 4.23: True strain-stress curves for Alloy 230 at temperature: (a) 800ºC; (b) 900ºC; (c) 1000ºC](image2)

<table>
<thead>
<tr>
<th>Temperature (ºC)</th>
<th>( \dot{\varepsilon}_t = 0.001 )</th>
<th>( \dot{\varepsilon}_t = 0.005 )</th>
<th>( \dot{\varepsilon}_t = 0.01 )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>413</td>
<td>523</td>
<td>565</td>
<td>0.138</td>
</tr>
<tr>
<td>900</td>
<td>220</td>
<td>300</td>
<td>336</td>
<td>0.1855</td>
</tr>
<tr>
<td>1000</td>
<td>131</td>
<td>163</td>
<td>184</td>
<td>0.146</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Temperature (ºC)</th>
<th>( \dot{\varepsilon}_t = 0.001 )</th>
<th>( \dot{\varepsilon}_t = 0.005 )</th>
<th>( \dot{\varepsilon}_t = 0.01 )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>417</td>
<td>535</td>
<td>586</td>
<td>0.149</td>
</tr>
<tr>
<td>900</td>
<td>227</td>
<td>320</td>
<td>364</td>
<td>0.2065</td>
</tr>
<tr>
<td>1000</td>
<td>108</td>
<td>176</td>
<td>214</td>
<td>0.298</td>
</tr>
</tbody>
</table>
4.4  High-temperature Aging Study
Aging experiments can provide essential information for predicting material degradation during long-term, high-temperature applications. During long-term aging, the microstructure evolution, including grain growth, phase transformation, and precipitate ripening, significantly influences the material's mechanical properties [4.13]. For nickel alloys, precipitation and coarsening of secondary phases make up the dominant features of microstructure evolution during high-temperature aging. Since the type, size, and coherence of precipitates depend on the composition of the material, the microstructure development during aging is unique for different alloys. In order to gain a better understanding of the high-temperature degradation process of the candidate materials for the IHX and provide practical data for its engineering design, long-term (up to 3000 hours) aging experiments were carried out to investigate the microstructural evolution for Alloy 617 and Alloy 230 at 900°C and 1000°C. Microstructural analysis showed a process of carbide particle precipitation, growth, and maturation for both alloys. The corresponding changes in mechanical properties (hardness and tensile properties) on post-aging samples were also examined. The results agreed well with the expected microstructural development.

4.4.1  Microstructural characteristics
High-temperature thermal aging of metallic materials often causes a microstructural evolution characterized by phase transformation, precipitate development, crystallite growth, etc. Phase transformation usually requires relatively high temperatures and fundamentally changes material properties. Similarly, significant grain growth only occurs at very high temperatures and results in decreased material strength. Both phase transformation and grain growth generally occur during heat treatment in order to achieve a required nature of material and should be avoided in practical engineering applications.

Another typical microstructural development in thermal aging is nucleation and growth of second phase particles. Modern metallurgy often employs many different elements into commercial alloys in order to improve various material properties (e.g. alloying Al and Cr for corrosion resistance or W and Mo for high-temperature resistance). The alloying process requires a solution treatment: heating the alloy into the single-phase field followed by a rapid quench. Thus, although the concentration of solute elements becomes supersaturated, and the phase diagram predicts mixtures with two or more phases, the alloy presents only a single phase due to the quench and a slow diffusivity of heterogeneous elements at low temperatures. Nevertheless, this insufficiency of atomic diffusion breaks down when the alloy is heated to higher temperatures below the solvus temperature. Significant thermal-enhanced diffusivity of the solute results in the precipitation of second-phase particles within matrix grains or at their respective grain boundaries. Depending on various equilibrium/thermal conditions, the precipitation can happen at a relatively wide range of temperatures and often involves the relevant temperature region for engineering applications.

The development of second-phase particles is often described as a process of nucleation, growth, and coarsening. After the alloy is heated up to an aging temperature, the supersaturated elements begin to diffuse and coalesce into clusters. Then the fine, second-phase particles begin nucleating within the matrix grains or in their respective grain boundaries. Meanwhile, the newly formed particles grow at the expense of smaller particles. Once an equilibrium condition is achieved, the volume fraction of the second-phase particles no longer increases, and the
nucleation process is finished. Nevertheless, the particle growth continues in order to reduce the total free energy of the system by decreasing the total amount of interfacial area between phases. This process is known as Oswald ripening. The growth of the particles can last for a very long time with a decreasing coarsening rate until a relatively stable microstructure is achieved. This steady state condition can be considered the coarsening stage of thermal aging.

For Alloy 617 and Alloy 230, four types of particles were found in previous studies after certain heat treatments. [4.14] These particles are: M\textsubscript{23}C\textsubscript{6}, M\textsubscript{6}C, Ti(N,C), and γ' (Ni\textsubscript{3}Al). The former two types of particles are significant in the present study not only due to their prevalence over other types of particles in the materials, but also because they appear as precipitates during high-temperature (>900°C) aging (particularly the M\textsubscript{23}C\textsubscript{6} type carbide). Due to the low fraction of titanium in both alloys (0.39% in Alloy 617 & <0.01% in Alloy 230), the amount of Ti (N,C) is so small that its impact on mechanical properties is almost negligible. Ti(N,C) can be detected in Alloy 617 by the observation of the color orange in optical microscopy, but it can hardly be found in Alloy 230 because of an even lower fraction of titanium. The typical dimensions of Ti (N,C) in the alloys is 10-100μm. γ' is the typical strengthening phase extensively found in nickel-based alloys. Many nickel-based superalloys (e.g. Inconel 718 and Haynes 282) are strengthened by additional aging treatments to obtain γ'. However, both Alloy 617 and Alloy 230 are solid-solution strengthening alloys that are not purposed to employ γ' strengthening, although very small amounts of γ' have been reported in some aging studies of Alloy 617. [4.13] Moreover, γ' has never been found at temperatures higher than 900°C in either alloy (also not found in the present study). The following discussion will focus on the M\textsubscript{23}C\textsubscript{6} and M\textsubscript{6}C carbides.

**The M\textsubscript{23}C\textsubscript{6} type carbide:**

The M\textsubscript{23}C\textsubscript{6} carbide was found in both Alloy 617 and Alloy 230 over the course of the study. This carbide has a complex, cubic structure with a large lattice parameter (> 1 nm). The structure of the M\textsubscript{23}C\textsubscript{6} belongs to the space group Fm\textsuperscript{3}m, and the basic crystal structure is face-centered cubic (FCC). Fig. 4.24 shows the typical structure of the M\textsubscript{23}C\textsubscript{6} carbide. It should be noted that although M\textsubscript{23}C\textsubscript{6} is a chromium rich carbide, the rest of the composition of M can be made up of different metallic atoms, depending on the alloying elements in the material. In other words, partial contents of Cr in the original form of M\textsubscript{23}C\textsubscript{6} (i.e. Cr\textsubscript{23}C\textsubscript{6}) can be substituted with Ni, Fe, Mn, Mo, W, etc. when these elements have been alloyed in the material. Hence, the lattice parameter of M\textsubscript{23}C\textsubscript{6} is not a fixed value, but instead falls in a range of 1.048-1.08 nm for Alloy 617. [4.15]
Fig. 4.24: Typical structure of $\text{M}_{23}\text{C}_6$ ($\text{Cr}_{12}\text{Ni}_8\text{Fe}_2\text{Mn}_1\text{C}_6$). In the diagram, large blue spheres = C atoms; small blue spheres = Ni atoms; red spheres = Fe atoms; light blue spheres = Mn atoms; and grey spheres = Cr atoms. (Pictures provided by the Center for Computational Materials Science of the United States Naval Research Laboratory). [4.16]

**The $\text{M}_6\text{C}$ type carbide:**

The $\text{M}_6\text{C}$ carbide was also found in both Alloy 617 and Alloy 230 during experimentation. Similar to the $\text{M}_{23}\text{C}_6$ carbide, the $\text{M}_6\text{C}$ carbide also has a complex, cubic structure and a large lattice parameter. The structure of this carbide belongs to the space group $\text{Fd}\overline{3}m$, and the basic crystal structure is diamond cubic. Fig. 4.25 shows the typical structure of $\text{M}_6\text{C}$. Depending on the material composition, the contents of M in $\text{M}_6\text{C}$ can be rich in Fe, Mo, Co, W, etc. The $\text{M}_6\text{C}$ carbides in Alloy 617 and Alloy 230 were found to be rich in Mo and W, respectively. The lattice constant of the $\text{M}_6\text{C}$ carbide is within a range of 1.085-1.175 nm for Alloy 617. [4.15] Compared to the $\text{M}_{23}\text{C}_6$ carbide, $\text{M}_6\text{C}$ has a better thermal stability at high temperatures (800 to ~1200ºC). This property can be seen at equilibrium phases calculated by Thermocalc® [4.14, 4.17], showing that the $\text{M}_{23}\text{C}_6$ carbide is stable at temperatures up to 780ºC, but transforms into $\text{M}_6\text{C}$ at higher temperatures (up to ~1200ºC, the solid solution temperature).

Fig. 4.25: Typical structure of $\text{M}_6\text{C}$ ($\text{W}_3\text{Fe}_2\text{CrC}_6$). In the diagram, cyan spheres = W atoms; blue spheres = C atoms; orange spheres = Fe atoms; grey spheres = Cr atoms [4.16]

Both $\text{M}_{23}\text{C}_6$ and $\text{M}_6\text{C}$ particles have been found in various alloys with moderate to high chromium content, including nickel-based alloys [3.15] and low carbon steels [4.18, 4.19]. Conventionally, both types of particles are believed to both add and detract from material performance. During high-temperature deformations, these particles can inhibit grain-boundary sliding (Zener pinning) and increase the rupture strength of the material. However, premature
failures can also be initiated by the fracture or decohesion of the particles. [4.20] Both $M_23C_6$ and $M_6C$ type carbides have a high thermal stability at high temperatures in Alloy 617 and Alloy 230. The particles formed during heat treatment can withstand a temperature up to 1000°C (even higher for $M_6C$). The thermal stability can be seen in calculated TTT diagrams [4.15] and equilibrium phase diagrams [4.14, 4.17]. It should be noted that $M_23C_6$ and $M_6C$ carbides can react and transform according to the following chemical equation:

$$M_6C + M' \leftrightarrow M_{23}C_6 + M''$$  \hspace{1cm} (4.10)

where, $M'$ and $M''$ are substitute elements (e.g. Cr, Mo, Co, Fe, etc.). In Alloy 617 and Alloy 230, the lattice constants for $M_{23}C_6$ and $M_6C$ carbides are comparable, both of which are ~1.08 nm, or about three times the lattice constant of the $\gamma$ matrix (~0.36 nm). Therefore, these particles can develop a cube-on-cube orientation with the host matrix (i.e. (100) carbide // (100) matrix, [001] carbide // [001] matrix). (Fig. 4.26) This semi-coherent structure is more pronounced for $M_{23}C_6$ than $M_6C$ because of a slightly larger lattice misfit of the $M_6C$ to the host matrix that often results in a loss of coherence of interphase boundaries (IPBs).

![Fig. 4.26: Cube-on-cube structure of the $\gamma$ matrix and the $M_{23}C_6$ carbide. The dashed line shows the partial coherent interphase boundaries.](image)

4.4.2 Microstructure during various aging conditions

The microstructural development during thermal aging inevitably changes a material’s mechanical properties. A typical example is the time-dependence of material strength. Material strength increases with time during the early aging stage and then decreases with further aging. The changes in material strength involve different dislocation-particle interaction mechanisms related to the nature of particles (e.g. type, coherency, dimension, density, etc.) in alloys.

Fig. 4.27 shows two typical strengthening mechanisms based on dislocation-particle interaction. The first strengthening mechanism is dislocation cutting. (Fig. 4.27(a)) Some small and highly coherent particles (e.g. GP-I, GP-II, and $\theta'$ in aged Al-Li alloys) are found to be deformable: dislocations are able to cut though them when sufficient stress is applied. The equation governing this strengthening contribution was found to be:
where \( \tau \) = stress required for dislocation passing the particle
\( \varepsilon \) = misfit strain (proportional to difference in lattice parameter of the two phases)
\( r \) = particle radius
\( f \) = volume fraction of precipitated second phase
\( G \) = shear modulus
\( b \) = Burgers vector

As discussed in the previous section, the volume fraction of second phase particles increases during the early stage of thermal aging until an equilibrium volume fraction is achieved. The large second-phase particles continue to coarsen at the expense of smaller particles during further aging. With particle growth, the spacing between particles and the misfit strain in particle-matrix interface both increase. When the misfit strain is sufficiently large, the particle-matrix interface loses coherency, and dislocations are unable to cut through particles. Similarly, when the increased particle separation is higher than a critical value, dislocation cutting cannot occur. For both situations, a dislocation will bow/loop around particles and require a larger stress to further its movement. This dislocation-particle interaction is also referred to as Orowan looping. (Fig. 4.27(b)) The required stress for a dislocation to pass particles is analogous to the stress given for the activation of Frank-Read sources:

\[
\tau = \frac{G b}{L - 2r} \quad \text{(4.12)}
\]

where, \( L \) is distance between pinning points (particles).

Fig. 4.27: Schematic representation of two strengthening mechanisms by dislocation-particle interaction:
(a) particle cutting; (b) Orowan looping

Beyond particle hardening, the aging process influences another important strengthening mechanism: solid solution strengthening. The solid solution elements can generate either asymmetrical or symmetrical stress fields that result in tetragonal and spherical distortion, respectively. The strengthening caused by the asymmetrical stress field is rather significant. A typical example can be found in carbon atoms present in martensite. In contrast, the capacity of
the symmetrical stress field to impede dislocation movement is limited. The increase in yield strength can be estimated by:

$$\tau = \frac{G \varepsilon^{3/2} c^{1/2}}{700}$$  \hspace{1cm} (4.13)

where \( \varepsilon \) is the misfit strain (proportional to size difference between the solute and solvent atoms) and \( c \) is the solute concentration (expressed as atomic fraction). For nickel-based alloys, the solid solution elements often possess a symmetrical stress field [4.21].

Incorporating all introduced strengthening components, an overview of material strength evolution during thermal aging is schematically drawn in Fig. 4.28. The changes in overall strength are contributed to three components: dislocation cutting, dislocation looping, and solid solution strengthening. At the onset of thermal aging, the alloy experiences the greatest potential for solid solution strengthening due to the maximum amount of supersaturated elements present in the host matrix. During the early aging stage, small and highly coherent particles precipitate within the matrix grains and their respective grain boundaries at the expense of supersaturated solute. This provides an additional strengthening component, dislocation cutting, to the alloy. Meanwhile, the strengthening component caused by solid solution decreases along with increasing precipitate strengthening. However, the loss of strengthening by the decrease of solute levels can be more than compensated by the precipitation hardening mechanisms. With further aging, the equilibrium condition is achieved, and the associated precipitation process is finished. As a result, the strengthening contributed by the solid solution mechanism decreases to a minimum value (point 'A' in Fig. 4.28). With particle growth, the dominant mechanism of dislocation-particle interaction gradually changes from cutting to bowing. This transition can be characterized by the critical particle radius, \( r_c \), which is typically within the range of 5-30 nm. Therefore, before particles develop to the critical size \( (r < r_c) \), dislocation cutting is the dominant mechanism. With thermal aging and associated particle growth, the particle size will finally exceed the critical value \( (r > r_c) \), and dislocation bowing then becomes the dominant mechanism. Point 'B' in Fig. 4.28 indicates the moment when the particle radius reached the critical radius \( (r = r_c) \). The peak strength of the alloy obtained during aging is the result of the overall response for all strengthening components. (point 'C' in Fig. 4.28) With regard to Fig. 4.28, the alloy before aging to the moment of 'C' is considered the ‘underaged’ condition. Conversely, the alloy is considered to be ‘overaging’ after progressing past the moment of ‘C’.

Fig. 4.28: Overall aging effect [4.5]
4.4.3 Microstructure in the as-received condition

The microstructure of Alloy 617 and Alloy 230 in the as-received condition was introduced in the previous chapter. The typical microstructural characteristics consist of large strengthening particles within the grains and their respective grain boundaries. (Fig. 3.25) These intrinsic particles in Alloy 617 are Cr rich M$_{23}$C$_6$, Mo rich M$_6$C, and a small amount of Ti(C,N). [3.44] In Alloy 230, the intrinsic particles are W rich M$_6$C. [3.45] These particles in both alloys are strung as bands in the transverse planes and flattened in the rolling planes. The effect of orientation on mechanical properties caused by this microstructural gradient was discussed in section 4.2. These large carbide particles do not exhibit any apparent orientation relation or coherency with the host matrix grains from TEM examinations. (Fig. 4.29) However, the small intergranular particles (primarily M$_{23}$C$_6$ type) in the alloys have a cube-on-cube relation with the host matrix. (Fig. 4.30) The interphase boundaries between the particles and matrix are partly coherent in this cube-on-cube structure. (Fig. 4.26) Compared to large particles, these small intergranular particles do not have a significant impact on the alloys’ mechanical properties because of their small volume fraction and good coherency with the host matrix.

Fig. 4.29: Large, incoherent M$_{23}$C$_6$ carbide in Alloy 617 (a) bright field image; (b) diffraction pattern (zone axis [011])
4.4.4 Microstructure after short-term aging

Fig. 4.31 shows the microstructural characteristics of Alloy 617 aged at 900°C for 30 hours. The dominant feature during short-term aging was found to be the fine and ordered precipitates nucleating on the \( \{111\} \) planes. (Fig. 4.31(a)) These intragranular precipitates were the \( \text{M}_{23}\text{C}_6 \) type carbides with the cube-on-cube orientation relations with the \( \gamma \) matrix. (Fig. 4.32) Depending on the nucleation site, the size of the fine precipitates ranged from \(~10\) nm (within the matrix grain, Fig. 4.31(a) & Fig. 4.32) to \(~100\) nm (near different boundaries, Fig. 4.31(b-d))

The characteristics of intergranular precipitates in Alloy 617 after short-term aging were found to differ from those of the as-received condition. First, the shape of intergranular particles was transformed from a film shape to an ellipsoid, along with a considerable thickness increase. (Fig. 4.31(b)) Second, the twin boundaries, which were free of particles in the as-received condition, were subjected to precipitation of long, needle-shaped particles. (Fig. 4.31(c)) Third, some intergranular particles lost their semi-coherency to the host matrix due to the size increase. Fig. 4.33 shows an intergranular carbide that developed a new orientation relation with the matrix: \([-114]_M // [011]_P \). Alloy 230 experiences a similar process of microstructure development during short-term aging. Fig. 4.34 shows \( \text{M}_{23}\text{C}_6 \) carbides that precipitated within the matrix grains as well as the twin, grain, and interphase boundaries.
Fig. 4.31: Microstructure characteristics of Alloy 617 aged at 900°C for 30 hours: (a) fine ordered precipitates within matrix grains; (b) particle nucleation and growth on grain boundaries; (c) particle nucleation and growth on a twin boundary; (d) particle growth on interphase boundaries
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Fig. 4.32: TEM analysis of small precipitates of Alloy 617 aged at 900°C for 30 hours (zone axis [111])

Fig. 4.33: TEM analysis of Alloy 617 aged at 1000°C for 300 hours; an intergranular precipitate (P) with an orientation relation with the matrix (M): [-114]_M // [011]_P
4.4.5 Microstructure after long-term aging

After long-term (>1000 hours) aging, most of the fine precipitates that nucleated within matrix grains had diffused and grown within grain boundaries and interphase boundaries. (Fig. 4.35 and Fig. 4.36) In contrast to the high particle density in these boundaries, few precipitates were found on twin boundaries. The intergranular particles experienced significant coarsening during long-term aging. In both alloys, most particles increased to a size exceeding 1 μm² after aging at 1000°C for 3000 hours. Despite considerable coarsening, most large intergranular precipitates in each alloy were found to still maintain semi-coherency (cube-on-cube orientation relation) with the γ matrix from TEM analysis (Fig. 4.37 and Fig. 4.38).
Fig. 4.36: Microstructure of Alloy 230 aged at 1000°C for 1000 hours: (a) overview; (b) intergranular precipitates

Fig. 4.37: TEM analysis of Alloy 617 aged at 1000°C for 1000 hours (zone axis [001])
During thermal aging of Alloy 617, no significant changes in grain boundary character distribution (GBCD) and grain size distribution were found in either alloy. Fig. 4.39 shows the EBSD analysis for Alloy 617 aged at 900°C for 1000 hours. The high fraction of twin boundaries and the duplex grain size distribution were preserved after long-term aging. Similar results were observed in Alloy 230, showing a remarkable thermal stability for both alloys. In addition, no topologically close-packed phase (TCP) (e.g. sigma(σ), mu(μ), or chi(χ)) was observed during the aging experiment.
4.4.6 Particle growth during thermal aging

In order to study the kinetics of carbide growth, the process of particle coarsening in grain boundaries was analyzed by measuring the particle volume increase. More than 150 intergranular particles were measured from SEM images from each aging condition. Fig. 4.40 shows an example for measuring the length and width of intergranular particles. The results of the measurements are shown in Fig. 4.41. For both alloys, the intergranular particles became much larger during aging at 1000°C compared to 900°C. This indicates a strong temperature dependence for intergranular particle coarsening. Additionally, a different coarsening rate of intergranular particles in Alloy 617 and Alloy 230 was observed. In nearly every aging condition and despite comparable initial dimensions, the length and width of Alloy 617 particles were found to be twice that of Alloy 230 particles, showing a much higher coarsening rate in Alloy 617.

Fig. 4.40: Example of the dimension measurements of intergranular precipitates: (a) length; (b) width

Fig. 4.41: Dimensions of intergranular precipitates in Alloy 617 and Alloy 230: (a) length; (b) width
Based on the measurements of the width and length of the particles, 3D analysis for the volume increase is conducted. The basic assumption is that the particle shape is ellipsoidal during long-term aging, which is reasonable from SEM observations. Thus, the particle volume can be calculated by:

\[ V(t) = \frac{4}{3} \pi r^2 h \]  

(4.14)

where \( V \) is the volume of second-phase particles as a function of time, and \( r \) and \( h \) are the radius and height of ellipsoid particles, corresponding to the measured length (Fig. 4.41(a)) and width (Fig. 4.41(b)), respectively. Thus, the volume development for the particles can be fitted using an adapted Avrami equation:

\[ Y = 1 - \exp(-K t^n) \]  

(4.15)

where \( Y \) is the particle volume fraction in a function of time and is defined by:

\[ Y = \frac{V(t)}{V_{mat}} \]  

(4.16)

\( V_{mat} \) is the volume of the matured second-phase particles, and \( K \) and \( n \) are the fitting constants. Because the intergranular particles are considered to be fully developed after aging for 3000 hours [3.44], and little volume will be obtained by an extended aging time, \( V(3000h) \) can be assumed to be equal to \( V_{mat} \). Fig. 4.42 shows a fit curve for intergranular particle volume development in Alloy 617 aged at 900°C.

![Fig. 4.42: Fitting curve for intergranular particle volume development in Alloy 617 aged at 900°C](image)

The process of particle volume development can be seen in the 3D analysis shown in Fig. 4.43. The particle volume rapidly increases during the early stage of aging (\( t < 300 \) hours), and then decelerated coarsening follows after an extended aging time (\( t >300 \) hours). The tendency of particle growth and its temperature dependence can be quantitatively studied though analysis of the particle-coarsening rate (i.e. \( dY/dt \)). (Fig. 4.44) For each alloy, intergranular particles
obtained a large coarsening rate during the early stage of aging. Nevertheless, the changes in $dY/dt$ over time are controlled by different kinetics for 900 and 1000ºC. For the situation at 900ºC, despite a high coarsening rate at the beginning of aging, the value decreases dramatically with aging time. This suggests a decline in driving force over aging time. In contrast, the particle coarsening rate during aging at 1000ºC increased for ~400 hours and then decreased moderately during further aging. The highest coarsening rate was found to be $\sim 7\times 10^{-4}$/h.

Fig. 4.43: 3D images showing intergranular particle volume development after: (a) 100 hours; (b) 300 hours; (c) 1000 hours; (d) 2000 hours
4.4.7 Mechanical properties after thermal aging

Hardness and tensile tests were performed on Alloy 617 and Alloy 230 in conditions ranging from as-received to after 3000 hours aging. The tensile tests were conducted at a strain rate of ~10^{-3}/s using an INSTRON 1331 servohydraulic test system equipped with a high-temperature furnace. The detailed procedures for tensile testing have been given in section 3.1. The hardness of both alloys was measured using a Wilson® Rockwell® Model 523 hardness tester.

In order to measure the overall response from the rolling and transverse planes, the hardness tests were conducted in each plane direction. The hardness for each aging condition is obtained by averaging the measurement results. Fig. 4.45 shows the measured hardness of Alloy 617 and Alloy 230. Both alloys experienced a similar hardness development during aging: the peak hardness for both alloys is achieved during early stage aging (< ~10 hours) and followed by a continuous softening upon extended aging time. A typical hardening process can be seen in the Alloy 617 sample aged at 900°C: the material’s hardness increased from ~90 to ~94 HRB in 10 hours and then gradually decreased over time. The hardening for Alloy 617 at 1000°C is moderate with a slight hardness increase from ~90 to 91 HRB. For each temperature, the hardness of Alloy 617 decreases to a similar value of ~88 HRB after aging for 3000 hours. This value is lower than the hardness in the as-received condition. Compared to Alloy 617, Alloy 230 experiences a longer hardening effect during aging, especially for the sample aged at 900°C. Furthermore, the hardness decline in Alloy 230 is less than that of Alloy 617 aged at the same conditions.
The results of tensile tests for the as-received and aged alloys are shown in Figs. 4.46 and 4.47. Agreeing with the hardness measurements, the measured tensile properties show a typical aging process characterized by a short-term strengthening and a long-term softening. The only exception lies in the Alloy 617 sample aged at 1000°C, where no apparent strengthening is observed. (Fig. 4.46) For both alloys, the changes in tensile properties during aging are controlled by the studied temperature. Generally, both alloys aged at 900°C attain higher yield and tensile strengths with a longer hardening time compared to samples aged at 1000°C. This suggests a more intense diffusion process at higher temperatures, so precipitate hardening can only occur for a short time.
Beyond studying mechanical properties at room temperature, it is also important to investigate the aging effect on tensile responses at high temperatures, particularly for the 800-1000°C temperature range at which the VHTR will operate. Fig. 4.48 shows a comparison of tensile properties for the as-received and 3000 hours aged (at 1000°C) Alloy 617. Both yield and tensile strengths for various temperatures are found to decrease after aging for 3000 hours. This softening effect can be quantified by calculating the relative strength reduction by:

Y.S. reduction = \frac{Y.S.(T, t = 0) - Y.S.(T, t = 3000h)}{Y.S.(T, t = 0)} \tag{4.17}

U.T.S. reduction = \frac{U.T.S.(T, t = 0) - U.T.S.(T, t = 3000h)}{U.T.S.(T, t = 0)} \tag{4.18}

where $T$ is the studied temperature (RT to 1000°C) during tensile testing. The results of strength reduction are summarized in Table 4.6. The softening effect after long-term aging is much more significant for the Y.S. compared to the U.T.S. The reduction in Y.S. at all studied temperatures (except 700°C) is higher than 15% with an average value over 20%. In contrast, the mean reduction in U.T.S. is only ~5%. It can be noted that the loss in U.T.S. is temperature sensitive: high strength loss occurs at temperatures higher than 800°C, while the strength loss is very small at lower temperatures (RT to 700°C).
Fig. 4.48: Tensile properties at various temperatures of the as-received and long-term aged (at 1000ºC) Alloy 617

Table 4.6: Aging effect on tensile properties of Alloy 617 for various temperatures. The samples were aged for 3000 hours at 1000ºC.

<table>
<thead>
<tr>
<th>Temperature (ºC)</th>
<th>RT</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y.S. in AR (MPa)</td>
<td>415</td>
<td>385</td>
<td>306</td>
<td>335</td>
<td>334</td>
<td>297</td>
<td>305</td>
<td>303</td>
<td>190</td>
<td>122</td>
</tr>
<tr>
<td>U.T.S. in AR (MPa)</td>
<td>797</td>
<td>685</td>
<td>679</td>
<td>636</td>
<td>613</td>
<td>594</td>
<td>560</td>
<td>348</td>
<td>201</td>
<td>127</td>
</tr>
<tr>
<td>Y.S. after aging (MPa)</td>
<td>346</td>
<td>277</td>
<td>254</td>
<td>255</td>
<td>251</td>
<td>244</td>
<td>303</td>
<td>217</td>
<td>165</td>
<td>95</td>
</tr>
<tr>
<td>Reduction (%)</td>
<td>16.7</td>
<td>28.0</td>
<td>17.0</td>
<td>23.9</td>
<td>24.8</td>
<td>17.8</td>
<td>0.7</td>
<td>28.4</td>
<td>13.2</td>
<td>22.1</td>
</tr>
<tr>
<td>U.T.S. after aging (MPa)</td>
<td>760</td>
<td>672</td>
<td>637</td>
<td>627</td>
<td>605</td>
<td>582</td>
<td>567</td>
<td>310</td>
<td>183</td>
<td>102</td>
</tr>
<tr>
<td>Reduction (%)</td>
<td>4.6</td>
<td>1.9</td>
<td>6.2</td>
<td>1.4</td>
<td>1.3</td>
<td>2.0</td>
<td>-1.0</td>
<td>10</td>
<td>8.9</td>
<td>19.7</td>
</tr>
</tbody>
</table>
4.5 High-energy X-Ray Diffraction Study of Alloy 230

4.5.1 Materials
Similar to the anisotropy study of Alloy 617 given in section 4.2, the long and short-transverse directions were used to fabricate two different types of tensile specimens. Fig. 4.49 shows a schematic of the studied specimens and their representative microstructures. The large, lamellar-shaped particles seen in the SEM images are tungsten rich M₆C type carbides. The volume fraction of the tungsten carbide is ~6%. A detailed discussion of the microstructure of Alloy 230 can be found in Chapters 3 & 4.

![Fig. 4.49: In-plane sampling directions and microstructures of tensile specimens](image)

Fig. 4.50 shows a representative X-ray diffraction pattern of Alloy 230 with phase and peak identifications. Despite low fractions of M₆C carbides, their diffraction rings can be clearly identified by a distinctive lower intensity compared to the reflections from the γ matrix. The most intense reflections for the carbide are (331), (422), (333), (440), and (822). The measured lattice constants for the γ matrix and the M₆C carbide are 3.58Å and 10.99Å, respectively.
Fig. 4.50: Representative X-ray diffraction pattern (quarter of image plate) for Alloy 230. All Debye rings are identified as belonging to $\gamma$ matrix and M$_6$C carbides.

4.5.2 Mechanical tests
In order to have a large diffraction volume to measure the materials’ bulk responses, the specimens were scanned for 10 different axial positions periodically during tensile testing. (Fig. 4.51) The diffraction volume for one single exposure was 300 x 300 x 760 $\mu$m$^3$. So, the total diffraction volume obtained from 10 scans was $\sim$68.4 x $10^7$ $\mu$m$^3$, which provides adequate statistics to extract the bulk response from the material.
The engineering strain-stress diagram for uniaxial tensile testing during \textit{in-situ} XRD measurement is shown in Fig. 4.52(a). Both long-transverse (LT) and short-transverse (ST) specimens exhibited a typical tensile response under loading. However, similar to the anisotropy study on Alloy 617, considerable differences in tensile properties were found in two sampling directions. The 0.2\% yield strength was equal to \( \sim 380 \) and \( 300 \)MPa for LT and ST specimens, respectively. Even larger divergence was found in the tensile strength in the LT and ST directions, which are 576 and 839 MPa, respectively. Along with decreased U.T.S., the elongation for the ST specimen was 17\%, which is much lower than the value for the LT specimen of 59\%. Both specimens failed immediately when stress reached ultimate tensile strength, so necking was not apparent for either specimen.

Fig. 4.52(b) represents the true strain-stress diagrams for short- and long-transverse specimens after having been converted from engineering strain and stress. The true fracture stress for the LT specimen is \( \sim 1327 \)MPa, or more than twice the value for the ST specimen of \( \sim 668 \)MPa. The bulk Young’s modulus for both specimens is \( \sim 211 \)GPa, which is the same as the value listed in the material profile. [4.22] The summarized tensile properties are shown in Table 4.7.
Fig. 4.52: Macroscopic strain-stress diagrams for Alloy 230 tensile specimens in the long transverse (LT) and short transverse (ST) directions: (a) engineering stress versus engineering strain; (b) true stress versus true strain

Table 4.7: Mechanical properties for the long- and short-transverse specimens of Alloy 230

<table>
<thead>
<tr>
<th>Direction/Properties</th>
<th>0.2% Y.S. (MPa)</th>
<th>UTS (MPa)</th>
<th>Elongation (%)</th>
<th>Fractured stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-transverse</td>
<td>380</td>
<td>839</td>
<td>59</td>
<td>1327</td>
</tr>
<tr>
<td>Short-transverse</td>
<td>300</td>
<td>576</td>
<td>17</td>
<td>668</td>
</tr>
</tbody>
</table>

4.5.3 Elastic constant determination

An important question must be answered before further discussion takes place: how are the measured $hkl$-specific strains interpreted to attain internal stress? The typical expression for the relation of the strain components, $\varepsilon_{ij}$, and stress components, $\sigma_{ij}$, is:

$$\sigma_{ij} = C_{ijkl} \varepsilon_{kl}$$

(4.19)

or:

$$\varepsilon_{ij} = S_{ijkl} \sigma_{kl}$$

(4.20)

In these equations, $C_{ijkl}$ is the fourth-rank stiffness tensor and $S_{ijkl}$ is the fourth-rank compliance tensor. For a given material, the values of $C$ and $S$ for single crystal differ from polycrystalline because there are significant interactions between grains in the polycrystalline structure. Therefore, a bar is often added to $C$ and $S$ to distinguish the stiffness and compliance for macroscopic polycrystalline from the corresponding values for a single crystal:

$$\sigma = \overline{C} \varepsilon \quad \& \quad \varepsilon = \overline{S} \sigma$$

(4.21)
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In the case of an isotropic polycrystalline material with cubic crystal structure, $\bar{C}$ can be expressed by two independent elastic constants, i.e. Young’s modulus, $E$, and Poisson’s ratio, $\nu$. The equation 4.21 can then be simplified to:

$$\sigma_{ij} = \frac{E}{(1+\nu)}\left[\varepsilon_{ij} + \frac{\nu}{(1+2\nu)}(\varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33})\right]$$

(4.22)

In this relation, $i, j = 1, 2, 3, \ldots$ indicate the components relative to chosen axes [4.23]. For an anisotropic system (e.g. a single crystal), $E$ and $\nu$ depend on the loading direction, which is defined by $hkl$ in a cubic system. Although the polycrystalline is generally treated as isotropic, the material is composed of aggregated monocrystals with anisotropic properties. Additionally, the elastic behavior in the polycrystalline involves an interaction between grains. Therefore, precise interpretation from lattice strains to internal stresses (the question posed at the beginning of this section) will essentially require a complete solution of the influence of elastic anisotropy for every grain and their respective interactions. Since this solution is extremely difficult to obtain, various models have been proposed for modeling the interaction between crystallites based on single crystal behavior. [4.24, 4.23, 4.25] The most widely used models are: Reuss’s, Voigt’s, and Kröner’s. These models were initially introduced to predict the overall response (e.g. bulk, shear and Young’s moduli, and Poisson’s ratio) of polycrystalline materials based on their elastic constants for monocrystals. Nevertheless, the monocrystals are elastic anisotropic, and hence, the $hkl$-specific response for polycrystalline aggregates can also be simulated using these models.

**Voigt Model:**

The basic assumption of the Voigt model is that all grains in a polycrystalline aggregate experience the same uniform strain. Thus, the elastic properties can be calculated by averaging the stiffness constants ($C$) over all crystallites. For cubic materials (e.g. fcc or bcc), $E$ and $\nu$ for polycrystalline aggregate can be obtained by calculating the bulk modulus, $K$, and the shear modulus, $\mu$:

$$K = \frac{1}{3}(C_{11} + 2C_{12})$$

(4.23)

$$\mu = \frac{1}{5}(C_{11} - C_{12} + 3C_{44})$$

(4.24)

Then, $E$ and $\nu$ can be given as:

$$E = 2(1 + \nu)\mu$$

(4.25)

$$\nu = \frac{3K - 2\mu}{2(3K + \mu)}$$

(4.26)

One should note that the obtained values for $E$ and $\nu$ in the Voigt Model are independent of the crystallographic direction, $hkl$. 
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**Reuss Model:**

The basic assumption of the Reuss model is that all grains in a polycrystalline aggregate experience the same amount of stress. For each crystallite, the lattice strain developed by the applied stress is dependent on the elastic anisotropy of a single crystal. In this hypothesis, elastic constants for the polycrystalline are \( hkl \)-specific and can be computed by:

\[
E(hkl) = \frac{1}{S_{11} - 2S_0 A_{hkl}}
\]

\[
\nu(hkl) = -\frac{S_{12} + S_0 A_{hkl}}{S_{11} - 2S_0 A_{hkl}}
\]

where,

\[
S_0 = S_{11} - S_{12} - \frac{1}{2S_{44}}
\]

\[
A_{hkl} = \frac{h^2k^2 + h^2l^2 + l^2k^2}{(h^2 + k^2 + l^2)^2}
\]

\( S_0 \) is a factor related to the amount of elastic anisotropy for a material (Note: the Zener anisotropy factor is \( 2(S_{11} - S_{12})/S_{44} \)). \( A_{hkl} \) and \( 3A_{hkl} \) are known as the anisotropy factor [4.23] and orientation parameter [4.26], respectively.

**Kröner Model:**

Both of the models proposed by Voigt and Reuss are based on idealized situations where strain or stress is identical over all elements of the aggregate. In contrast, Kroner’s model considers the stress and strain individually according to the Esheby’s ‘self-consistent approach.’ [4.27] In this self-consistent model, each grain is treated as an inclusion particle embedded in a homogenous matrix, and its strain-stress relations can be expressed as:

\[
\sigma_{ij} = (C_{ijkl} + r_{ijkl}(\Omega))\epsilon_{kl}
\]

or:

\[
\epsilon_{ij} = (S_{ijkl} + t_{ijkl}(\Omega))\sigma_{kl},
\]

In these formulas, \( C_{ijkl} \) and \( S_{ijkl} \) are the stiffness and compliance tensors, respectively, of a single crystal of volume \( \Omega \), and \( r_{ijkl} \) and \( t_{ijkl} \) are tensors that describe the interaction between grains. Following integration of equation 4.31 or 4.32 over all orientations, the macroscopic average values for the bulk material (denoted by subscript B) can be obtained:

\[
\bar{\sigma}_{ij} = (C_{ijkl})_B \bar{\epsilon}_{kl}
\]

or:

\[
\bar{\epsilon}_{ij} = (S_{ijkl})_B \bar{\sigma}_{kl}
\]
And thus,
\[ \int_D r_{ijkl} dD = \int_D t_{ijkl} dD = 0 \]  \tag{4.35}

In this equation, \( D \) is the total volume of the body for analysis. The relations of \( r_{ijkl}, t_{ijkl}, C_{ijkl}, S_{ijkl}, (C_{ijkl})_B \) and \( (S_{ijkl})_B \) can be determined and are dependent on the shape of grains and their crystal structure (e.g. cubic or hexagonal structures). Therefore, \( E(hkl) \) and \( \nu(hkl) \) can be obtained through an iterative computation. [4.24, 4.23, 4.25, 4.26] More details concerning the computation can be found in APPENDIX B.

Several examples are provided herein to clarify the difference between these models. The four selected materials are Cu, Al, W, and Nb, whose values of single-crystal elastic constants are given in Table 4.8. Based on the single-crystal elastic constants, Young’s moduli for the polycrystalline metals are simulated by the models of Voigt, Reuss, and Kröner, and are shown in 3D (Fig. 4.53) and 2D (Fig. 4.54) plots. As previously discussed, the orientation dependence of Young’s modulus for polycrystalline materials is different in each of the three models. The simulated Young’s moduli using Voigt’s model are independent of \( hkl \). In sharp contrast, the Young’s moduli calculated by Reuss’s model show strong orientation dependence, which is particularly clear for the difference between the [111] and [100] directions. Kröner’s model, in general, yields values close to the average of the Voigt and Reuss limits. Beyond the comparison between these models, the impact of the Zener anisotropy factor is notable in the model results that yield different geometries in 3D contouring (Fig. 4.53) and different curves in 2D plots (Fig. 4.54). For Cu with an anisotropy factor of 3.2, the Young’s modulus is highest in the [111] direction and decreased to the minimum in the [100] direction according to both Reuss’s and Kröner’s models. For a material with an anisotropy factor close to 1 (e.g. Al and W), the orientation dependence of Young’s modulus is insignificant. In the case of Nb, the maximum Young’s modulus appears in the [100] direction, and the value decreases to the minimum in the [111] direction because the anisotropy factor of Nb is 0.5<1.

Among these models, Kröner’s model is considered to be the most realistic for calculating overall and \( hkl \)-specific responses for polycrystals. The calculated results are close to experimentally determined values. [4.25] Therefore, Kröner’s model will be employed for the lattice strain/internal stress conversion for the \( \gamma \) matrix of Alloy 230 in the following discussion.

<table>
<thead>
<tr>
<th>Material</th>
<th>Crystal Structure</th>
<th>( C_{11} ) (GPa)</th>
<th>( C_{12} ) (GPa)</th>
<th>( C_{44} ) (GPa)</th>
<th>( 2(C_{44})/(C_{11} - C_{12}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>FCC</td>
<td>168.4</td>
<td>121.4</td>
<td>75.4</td>
<td>3.2</td>
</tr>
<tr>
<td>Al</td>
<td>FCC</td>
<td>107.3</td>
<td>60.9</td>
<td>28.3</td>
<td>1.2</td>
</tr>
<tr>
<td>W</td>
<td>BCC</td>
<td>522.4</td>
<td>204.4</td>
<td>160.8</td>
<td>1</td>
</tr>
<tr>
<td>Nb</td>
<td>BCC</td>
<td>240.2</td>
<td>125.6</td>
<td>28.2</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Fig. 4.53: Orientation dependence of Young’s modulus (unit: GPA) for polycrystalline aggregate: (a) Cu; (b) Al; (c) W; (d) Nb
4.5.4 Elastic response of the austenitic matrix

Fig. 4.55 shows the lattice strain development for different reflections of the \( \gamma \) matrix in the long-transverse (LT) Alloy 230 specimen. The results from a single scanned position (Fig. 4.51) provide sufficient information for analyzing the elastic anisotropy. During tensile loading, the \((222)\) reflection shows the stiffest strain-stress loading curves, a result of the highest Young’s modulus in the [111] orientation. For the same reason, the \((200)\) reflection shows the more compliant behavior compared to the other reflections. The lower lattice strain in the transversal direction \(\varepsilon_{22}\) relative to the axial direction \(\varepsilon_{11}\) is the result of the Poisson effect, which can be expressed as: \(\varepsilon_{22} = -\nu \varepsilon_{11}\) (\(\nu\) is the Poisson’s ratio, typically \(\sim 0.2-0.5\) for metals). This elastic anisotropy of the \(\gamma\) matrix is analogous for both alloys, with each showing an almost linear lattice strain development to the applied stress during both elastic and plastic deformations. Fig. 4.56 shows the lattice strain development for different reflections of the \(\gamma\) matrix in the short-transverse (ST) Alloy 230 specimen. In spite of an earlier rupture, the anisotropic loading behavior for the ST specimen during \textit{in-situ} tensile testing is analogous to the LT specimen.
Fig. 4.55: Lattice strain generated during in-situ tensile tests in the long-transverse Alloy 230 specimens: (a) axial direction, $\varepsilon_{11}$; (b) transversal direction, $\varepsilon_{22}$

Fig. 4.56: Lattice strain generated during in-situ tensile tests in the short-transverse Alloy 230 specimens: (a) axial direction, $\varepsilon_{11}$; (b) transversal direction, $\varepsilon_{22}$

Since the single crystal data for both alloys is not available presently, the elastic constants for single crystal nickel were primarily used in this study. $C_{11}$, $C_{12}$ and $C_{44}$ for single crystal nickel are 250, 151, and 123 GPa, respectively, and the Zener anisotropy factor is $\sim 2.5$. [4.28] Fig. 4.57 and 4.58 show the results for $E(hkl)$ calculated by Kröner’s model with a comparison to the Voigt and Reuss limits. The orientation dependence of Young’s modulus for Ni is typical for FCC alloys with a high anisotropy factor, which is analogous to modeling results of Cu in Fig. 4.53(a) and 4.54(a).
Based on the modeled $E(hkl)$, the measured lattice strains for different reflections can be converted into internal stresses according to equation 4.22. Therefore, the axial and transversal internal stresses (represented by $\sigma_{11}$ and $\sigma_{22}$, respectively), can be expressed as:

$$\sigma_{11} = \frac{E}{1 + \nu} \varepsilon_{11} + \frac{\nu E}{(1 + \nu)(1 - 2\nu)} (\varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33})$$

$$\sigma_{22} = \sigma_{33} = \frac{E}{1 + \nu} \varepsilon_{22} + \frac{\nu E}{(1 + \nu)(1 - 2\nu)} (\varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33})$$

Since the tensile tests are uniaxial, $\varepsilon_{22}$ can be considered to be equal to $\varepsilon_{33}$ and $\nu = -\varepsilon_{22} / \varepsilon_{11}$. If we assume that the $hkl$-specific $\nu$ and $E$ are constant during deformations, equation 4.36 can be simplified to:

$$\sigma_{11} = E\varepsilon_{11}$$

In this equation, $E$ and $\varepsilon_{11}$ are obtained from modeling and XRD measurements, respectively.

Fig. 4.59 shows the results for internal stress development in the long-transverse specimen with a comparison to true stress. (Note that XRD measurements from all ten scanned positions are employed to obtain sufficient statistics to extract the average response from the bulk material.)
The internal stresses measured from (311), (220), and (222) reflections are in good agreement with the true stresses. The internal stresses measured from the (200) reflection are slightly higher than the true stresses, which could be caused by the slightly overestimated $E_{\langle 111 \rangle}$ determined by modeling. Generally, the XRD measured lattice strains with modeled Young’s moduli provided satisfactory results for the internal stresses, whose values are analogues to the true stresses from the mechanical measurements.

One should note that the measured internal stresses obtained from the (311) reflection possess the least amount of data scattering and provide the best fit to the true stresses. (Fig. 4.59(b)) Previous studies confirm that (311) reflection is the suitable representation for characterization of macroscopic stresses and strains for FCC metals. [4.29] Therefore, the (311) reflection from the γ matrix was selected for further discussion in the following section.

### 4.5.5 Particle participation during loading

Among all measurable reflections, the (422) reflection for the $M_6C$ carbide is selected for the strain-stress analysis, not only because of its relatively high intensity, but also due to its reciprocal space location around which there exists no intense reflection from the γ matrix. In fact, unlike the high anisotropy of the γ matrix, the elastic constants for the $M_6C$ carbide are nearly orientation ($hkl$) independent. Li et al. modeled three typical types of $M_6C$ carbides:
Fe$_3$W$_3$C, Co$_3$W$_3$C, and Ni$_3$W$_3$C, and obtained their respective Zener anisotropy factors, which are 0.9725, 0.8740, and 0.9248. [4.30] (Note that Ni$_3$W$_3$C is close to the M$_6$C carbide used in this study.) Since the anisotropy factor for M$_6$C carbides is close to 1, the carbide values of Young’s moduli for various (hkl) reflections are essentially equal.

Fig. 4.60(a)&(b) show the lattice strain development for both the γ matrix and the M$_6$C carbide, respectively. The lattice strain for the γ matrix responds almost linearly to the external applied stress with a slightly decreased slope once the material yields. In contrast, the lattice strain evolution for the M$_6$C carbide is not linear during deformations and can be essentially divided into three stages: (1) the linear lattice strain development during elastic deformation, (2) the accelerated straining during the alloys’ early yielding, and (3) the gradually decreased lattice strain during plastic deformation. This process is typical for the carbides in the long-transverse specimen, but not apparent in the short-transverse specimen. This difference can be seen in the individual analyses of strain development for the long-transverse and short-transverse specimens in Figs. 4.61(a) and 4.61(b), respectively. The lattice strain of the carbide in the short-transverse specimen increases moderately without a dramatic loading behavior during early yielding. Nevertheless, it should be noted that there is a maximum lattice strain for the carbide for both specimens, which occurs immediately after the alloy yields. The value of this critical lattice strain was found to be ~0.0047, corresponding to an internal stress of ~1344 MPa (the Young’s modulus of M$_6$C carbide is ~286 GPa [4.31]). The short-transverse specimen fails immediately once the carbide achieves this critical internal stress, while the long-transverse specimen conducts further plastic deformation with decreasing carbide lattice strain until failure occurs. (Fig. 4.60(a))

![Figure 4.60](image-url)

**Fig. 4.60:** Applied stress versus lattice strain ($\varepsilon_{22}$: lattice strain perpendicular to applied stress and $\varepsilon_{11}$: lattice strain parallel to applied stress) for (a) the γ matrix ((311) reflection), and (b) the M$_6$C ((422) reflection). Note: The solid and dashed lines are curves fitted though the data points to show the trend.
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4.6 In-situ Creep Study Using Pressurized Creep Tubes

4.6.1 Methods

A typical diffraction pattern from a pressurized creep tube is shown in Fig. 4.62. The enlarged image, sampled from a part of the diffraction pattern (in red square of Fig. 4.62), shows that each reflection forms two Debye–Scherrer diffraction rings that are generated from the two sides of the tube. Fig. 4.63 shows the procedures to extract the diameter of the pressurized tubes from diffraction patterns. The basic steps for the creep strain analysis are: 1) measure the distance, \( a \), between two diffraction rings for a single reflection (e.g. (311) reflection); 2) calculate the diameter of the tube, \( D \), based on a tangent angle relation with \( a \); and 3) evaluate the creep strain by comparing the value of the diameter before and after various stages of creep deformation. (Fig. 4.63(a)) However, due to elastic anisotropy, the distance between two diffraction rings is not a constant value at various azimuths. Therefore, a polar re-binning process turned pixel intensity data into radius/angle (R/\( \mu \)) with respect to the pattern center was performed. This was followed by a peak fitting in R to determine the center of each diffraction peak in pixels. (Fig. 4.63(b)) Then, the distance of two diffraction rings, which is also the mean distance between two diffraction peaks for azimuth from 0 to 360\(^\circ\), can be calculated by:

\[
\bar{a} = 0.2\text{mm} \times \frac{1}{n} \sum_{\eta=1}^{n} (P1(\eta) - P2(\eta))
\]  

(4.39)

In this equation, \( n \) is the number of bins used during the polar re-binning process (\( n = 36 \) in this study) and \( P1 \) and \( P2 \) are radii in pixels of fitted peak 1 and peak 2, respectively. The distance
between two diffraction rings has a factor of 0.2mm, which is the dimension of one pixel in the GE detector. Then, we can obtain the diameter of the tube, $D$, by the expression:

$$D = \frac{a}{\tan(2\theta)}$$  \hspace{1cm} (4.40)

Relative changes in the tube diameter during the experiment can be calculated with respect to the initial state denoted by subscript 0 and can be converted to the mid-wall hoop strain by use of a factor of 1.063:

$$\varepsilon = 1.063 \frac{D^* - D_0}{D_0}$$  \hspace{1cm} (4.41)

In the above formula, $D_0$ is the diameter obtained from equation 4.40 for the initial state, and $D^*$ is the diameter during creep. The assumption imperative for equation 4.41 is that the material is incompressible and deforms uniformly during creep [4.32]. More details for converting tube diameter into strain can be found in ref. 4.33. Finally, since $\tan(2\theta)$ is nearly constant during the measurement, $D_0$ and $D^*$ in equation 4.41 can be replaced with their values from equation 4.40, to yield the much simpler equation:

$$\varepsilon = 1.063 \frac{\bar{a}^* - \bar{a}_0}{\bar{a}_0}$$  \hspace{1cm} (4.42)

Fig. 4.62: Representative diffraction patterns for a pressurized creep tube
4.6.2 Results

Based on equation 4.42, the macroscopic creep strain can be found directly by using the distance between two diffraction rings obtained in equation 4.39. Fig. 4.64 shows the results from analyzing the (311) reflection. Using this approach, a typical creep curve was obtained from the analysis of the time dependence of the separation of two (311) reflections. The secondary creep behavior, characterized by a constant strain rate, can be seen from the starting point to ~200 minutes. Primary creep cannot be clearly identified due to rapid deformations resulting from the high temperatures and large applied stresses in the experiment. Following secondary creep, tertiary creep was observed with an increased strain rate. Failure occurred at ~5 hours.

In addition to creep strain measurements, X-ray data allows for an assessment of the microstructure development. The shape of a diffraction peak changes during material deformation, a phenomenon which is called “X-ray line broadening” [4.25]. The diffraction peak broadening, demonstrated by the full width at half maximum (FWHM), is determined by the distribution of randomly oriented lattice plane distances (or lattice parameters) if the instrumentation factors are constant [4.26]. For plastic deformation, the typical origins for changing the FWHM are crystalline size and micro distortion/strain. Fig. 4.64(a) shows the time-dependence of the macroscopic creep strain and the relative width of the (311) reflection. During the early creep stage, the FWHM of the (311) reflection decreases in contrast to the fact
that the macroscopic creep strain increases. As the creep progresses, the FWHM reaches a static level during the secondary creep stage. After ~2 hours at a static level, the FWHM increases until the tube fracture occurs.

Another method used to explore the microstructure development is to measure lattice strain development deduced from the shifts of diffraction peaks. The procedures used to analyze microscopic lattice strain are similar to the ones used in the in-situ tensile studies described in section 3.2. Due to a similar stress state for both sides of the creep tube, both Debye rings reflected from two sides were used for analysis in order to employ a longer X-ray path length (~0.5mm), and thus obtain more diffraction volume (~0.046mm$^2$), over which the average lattice strains were measured. The results from the lattice strain (radial direction) analysis are shown in Fig. 4.64(b) in comparison to the measured macroscopic creep strain. Compared to the creep strain development, the deviation of lattice strain is small, on the range of 10$^{-4}$. The average measured lattice strain, $\varepsilon$, is 6.5$\times$10$^{-4}$, corresponding to an internal radial stress of ~126MPa ($E^{311}$ is ~193 GPa). The measured radial stress is slightly lower than the expected hoop stress of 150 MPa following the thin-wall assumption. It should be noted that an increasing lattice strain occurred at the moment of ~180 minutes after initializing the creep test. The average strain is ~5.4 $\times$10$^{-4}$ (corresponding to 105 MPa internal stress) before this transient moment, and it increases to a mean strain of 7.2 $\times$10$^{-4}$ (corresponding to 139 MPa internal stress) by the end of the test.
Fig. 4.64: Results of creep analysis: (a) time-dependence of the macroscopic creep strain (in blue) and the relative width of the (311) reflection (in green); (b) time-dependence of the macroscopic creep strain (in blue) and the lattice strain (in green). The solid and dashed lines are curves fitted though the data points to show the trend.
4.7 Low Cycle Fatigue Results

4.7.1 LCF life

The LCF life of both alloys is compared in this section. Based on ASTM Creep-Fatigue Test Standard E2714-09 [4.34], a few options are available for defining the failure criterion. Two failure criteria are adopted here for comparison purposes, namely a 40% decrease in the cyclic maximum tensile stress and a 20% reduction in the ratio of peak tensile to peak compressive stress (referred to as stress ratio hereafter) after the stress ratio apparently deviates from its initial trend. The second failure criterion based on the stress ratio allows changes in peak stresses because of cyclic work hardening or softening to be differentiated from changes due to crack formation and propagation [4.35, 4.36]. In Fig. 4.65, LCF test results of Alloy 617 and Alloy 230 based on two different criteria at different total strain levels are compared. The LCF life from both criteria is quite similar to each other, which indicates both criteria can be used as the failure criterion. Under all test conditions, Alloy 230 performed slightly better than Alloy 617.

![Graph showing LCF life comparison](a)
Fig. 4.65: LCF life of Alloy 617 and Alloy 230 tested at 850°C. The failure criterion was based on a 40% maximum tensile stress decrease in (a), and on a 20% stress ratio drop in (b).

4.7.2 Materials cyclic fatigue behavior

Fig. 4.66 shows the cyclic maximum stress and stress ratio of Alloy 617 and Alloy 230 at different total strain levels. Both materials displayed similar cyclic behavior, namely cyclic hardening during the initial few cycles followed by steady state cyclic softening and final accelerated crack growth manifested via fast load drop. Since the as-received material was in the solution-treatment condition, the dislocation density should initially be low. As a result of repeating cyclic deformation, dislocation slip and multiplication occurred rapidly, causing significant strain hardening [4.5, 4.37, 4.38]. At some point, the newly-formed dislocation structure stabilized for that material and for the magnitude of the cyclic strain imposed during the test. The ensuing cyclic softening phenomenon may be attributed to the dislocation recovery process occurring during strain cycling [4.39]. The dislocation recovery is a thermal-driven process during which dislocations can annihilate or rearrange themselves, causing polygonization. The elevated test temperature created a favorable condition for the recovery of dislocations.

Under the same test conditions, the cyclic maximum stress and cyclic stress ratio curves presented different behaviors. Namely, changes in the maximum tensile stress due to initial cyclic work hardening and following steady state cyclic softening were not seen in the stress ratio. The stress ratio remained relatively constant for most of the LCF test. Once macrocrack initiation started, manifested by a negative deviation from the linear plot of maximum stress versus cycles [4.40], the cyclic stress ratio curve also significantly dropped. The difference between the cyclic maximum stress and the stress ratio can be explained by the following
argument: cyclic work hardening or softening would produce an approximately equal effect on peak tensile and compressive stress, while crack initiation and growth would selectively reduce the net section peak tensile stress [4.41]. Therefore, cyclic work hardening or softening shouldn’t cause as significant of changes in stress ratio as cracking would. It is worth noting that the cycles to macrocrack initiation accounted for the major part of the LCF life for both materials, meaning that both materials had good resistance to crack initiation and the fraction of the LCF life consumed in the formation of macrocrack decreased with increasing total strain range. This is because cyclic stress correlates with total strain range in LCF tests and smaller cyclic stress associated with a lower total strain range shifted the LCF test towards the direction of a high cycle fatigue (HCF) test, in which most of the material fatigue life is usually spent in crack initiation rather than crack propagation [4.42].

In the related study of Smith and Yates, LCF tests were conducted on Alloy 617, and provided the same observations [4.38]. Despite the similarity between these two materials, Fig. 4.66 also reveals that higher flow stress was needed to deform Alloy 230 than Alloy 617 to the same strain level. The higher strength of Alloy 230 may contribute to its slightly superior fatigue properties over Alloy 617 [4.43]. The major differences among tests at different total strain ranges are that for the small total strain range test, e.g. 0.5%. The load drop during the steady state cyclic softening stage was less than its counterpart at the higher total strain range tests, i.e. 1.0% and 1.5%, and the maximum stress scattering at the steady state cyclic softening stage was more obvious for the small total strain range test. The mid-life hysteresis loops, illustrated in Fig. 4.67, demonstrate the smaller plastic strain range for Alloy 230 than Alloy 617 at various strain levels. In addition, the mid-life plastic strain amplitude, \( \Delta \varepsilon_p / 2 \), versus the number of reversals to failure, \( 2N_f \), is plotted in Fig. 4.68. The data points reveal a good match with the straight linear fitting line in the double logarithmic plot. The linear relationship between \( \log(\Delta \varepsilon_p / 2) \) and \( \log(2N_f) \) conforms to the theory first noted by Coffin [4.44, 4.45, 4.46]:

\[
\frac{\Delta \varepsilon_p}{2} = \varepsilon_f^\prime (2N_f)^{-c}
\]

(4.43)

where \( \varepsilon_f^\prime \) is the fatigue ductility coefficient, the failure strain for a single reversal, and \( c \) - the fatigue ductility exponent - equals the negative of the slope of the straight line in Fig. 4.68.
Fig. 4.66: LCF cyclic maximum stress and stress ratio of Alloy 617 and Alloy 230
Fig. 4.66 Cont.
Fig. 4.66 Cont.
Fig. 4.67: LCF mid-life hysteresis loops of Alloy 617 and Alloy 230
Fig. 4.67 Cont.

Fig. 4.68: Mid-life plastic strain amplitude versus reversals to failure
4.7.3 Dynamic strain aging

Dynamic strain aging (DSA), also known as the Portevin-LeChatelier effect, describes the interaction between impurity atoms and the dislocation motion during deformation. DSA typically appears as serrated plastic flow in a uniaxial tensile test due to the locking and releasing of the dislocations by the solute atoms [4.2]. In fatigue testing, DSA was manifested as a sudden load drop with an accompanying shock wave sound. Fig. 4.69 illustrates the DSA phenomena present during the LCF tests of Alloy 617 and Alloy 230 at various total strain levels. The total strain range can influence the extent of DSA phenomena. When the test total strain range $\geq 1.0\%$, DSA usually does not last for more than 10 cycles, while for the smallest total strain range test, 0.5%, DSA could last for hundreds of cycles before the serrated flow disappeared. This could explain the existence of the low cyclic softening rate and the large maximum stress scattering in the 0.5% total strain range LCF test as described in section 4.7.2. It is known that if other conditions remain the same, small strain fatigue favors the planar slip character of dislocations, while large strain fatigue promotes wavy slip, or nonplanar dislocation arrangements [4.47]. DSA normally tends to favor planar slip character, thus affecting the LCF test at 0.5% total strain range to a greater extent [4.48].
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4.8 Creep-fatigue Results

4.8.1 Creep-fatigue life
The cycles to failure at different total strain ranges with various durations of the dwell time at maximum strain level are shown in Fig. 4.70. Compared with the LCF results, the cycles to failure for both materials became reduced at the creep-fatigue test conditions. Again, no apparent differences were found in the cyclic creep-fatigue life for the two failure standards described previously. Numeric data of LCF and the creep-fatigue life of Alloy 617 and 230 based on a 40% cyclic maximum tensile strength drop is shown in Table 4.9. Similar to the LCF results, Alloy 230 exhibited a longer creep-fatigue life than Alloy 617, especially for the creep-fatigue tests with the smallest total strain range (i.e. 0.5%) and the longer dwell time (i.e. 10 and 30 minutes at 1.0% total strain range). The greatest fatigue life reduction was found in the creep-fatigue test of Alloy 617 with 0.5% total strain range with a 3 minute dwell time at peak tensile strain (i.e. 40% reduction in the fatigue life compared with the LCF test at the same conditions).

In the related works of Meurer et al. [4.49] and Totemeier [4.36], it was observed that the largest fatigue life reductions occurred when the strain hold period was introduced into low total strain range LCF tests of Alloy 617. It is clear from Fig. 4.70 that longer hold times at the maximum tensile strain cause a further decrease in both materials’ creep-fatigue lives. In previous studies, some authors discovered a saturation effect of the hold time at peak strain on
the reduction of the fatigue life in Alloy 617 [4.49, 4.36] and stainless steel 304 [4.50]. Fig. 4.71 can be indicative of such a saturation effect, although creep-fatigue tests at hold times longer than 30 minutes are needed to verify this.

Fig. 4.70: Creep-Fatigue life of Alloy 617 and Alloy 230 at different total strain ranges and different hold times at peak tensile strain. Failure criterion was based on a 40% maximum tensile stress decrease in (a) and a 20% stress ratio drop in (b)
Fig. 4.71: Influence of hold time at peak tensile strain on the creep-fatigue life. \( \varepsilon_{\text{tot}}=1.0\% \)

Table 4.9: LCF and creep-fatigue life of Alloy 617 and 230 based on 40% cyclic maximum tensile strength drop

<table>
<thead>
<tr>
<th>Material</th>
<th>Total Strain Range and Hold Time</th>
<th>0.5%</th>
<th>1.0%</th>
<th>1.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0 min</td>
<td>3 min</td>
<td>0 min</td>
</tr>
<tr>
<td>Alloy 617</td>
<td>2280 1380 755, 812</td>
<td>644</td>
<td>440</td>
<td>348</td>
</tr>
<tr>
<td>Alloy 230</td>
<td>2420  2295 824</td>
<td>674</td>
<td>558</td>
<td>441</td>
</tr>
</tbody>
</table>

4.8.2 Materials cyclic creep-fatigue behavior

In Fig. 4.72, the cyclic maximum stress and stress ratio of Alloy 617 and Alloy 230 under creep-fatigue tests are illustrated. Compared with the cyclic maximum stress of Alloy 617 and Alloy 230 under LCF tests as shown in Fig. 4.66, the cyclic stress behavior of both alloys under creep-fatigue tests at a total strain range of 0.5% and 1.0% revealed different characteristics.
There was an additional transition stage, manifested by the rapid maximum stress drop rate which eventually tailed off to a steady state value, between the cyclic hardening phase and the steady state cyclic softening phase. As mentioned before, the cyclic softening phenomenon may be due to dislocation recovery, which is a thermal-active process. The strain hold period allowed more time for dislocation rearrangement and annihilation. Hence there was an additional transition stage of accelerated maximum stress drop. The mid-life hysteresis loops of both materials under creep-fatigue testing are shown in Fig. 4.73. Again, Alloy 230 showed a smaller plastic stain range than Alloy 617 for all the test conditions as in the LCF tests.
Fig. 4.72: Creep-fatigue cyclic maximum stress and stress ratio of Alloy 617 and Alloy 230
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$\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 30 min
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Fig. 4.73: Creep-fatigue mid-life hysteresis loops of Alloy 617 and Alloy 230
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4.8.3 Stress relaxation during the strain hold period

The major differences between the mid-life hysteresis loops under LCF tests and creep-fatigue tests involved the appearances of stress relaxation behavior during the peak tensile strain hold period in creep-fatigue tests. During the stress relaxation period, in order to maintain the total strain constant, the stress was reduced to convert elastic strain to inelastic strain. Therefore, stress relaxation is a form of creep [4.50, 4.51]. In Fig. 4.74, the stress relaxation behavior at different test conditions is displayed. Regardless of the test conditions, in the first few seconds, a very rapid drop in the stress occurs, which may be as high as 50% of the initial stress level. During the remaining period, relatively small additional stress relaxation occurs. For the test with a longer hold time, i.e. a 30 minute hold time at 1.0% total strain range, a quasi-steady-state stress relaxation rate was achieved.
Fig. 4.74: Stress relaxation behavior during peak tensile strain hold period

- $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 min
- $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 3 min
Fig. 4.74 Cont.
4.8.4 Dynamic strain aging
Similar to LCF tests, DSA also occurred in the creep-fatigue tests. Fig. 4.75 illustrates the second cycle hysteresis loops of both materials in the creep-fatigue tests with a 3 minute strain dwell time, showing serrated plastic flow. The same effect of the total strain range on the number of cycles during which DSA took place likewise applied to all creep-fatigue tests.
Fig. 4.75: Second cycle hysteresis loops showing DSA of (a) Alloy 617 and (b) Alloy 230. Peak tensile strain dwell time: 3 minutes
4.9 SEM and EDS Results of Uniaxial Creep and Fatigue Tests
Microstructure analyses of all the specimens were done on the rolling plane or longitudinal plane of the materials as shown in Fig. 4.76 to avoid any influence of specimen orientation on microstructural properties. In all the following microanalysis figures of LCF and creep-fatigue tested specimens, the stress direction is parallel to the vertical direction of the reading plane.
4.9.1 As-received and aged materials

In this section, the microstructures of the as-received specimens and specimens aged at 850°C for 45 minutes are studied. The thermal aging conditions mimicked the high temperature baking period during which materials were held at 850°C before the start of a test in order to stabilize the testing temperature. The microstructures of aged specimens were investigated in order to determine possible microstructural changes when materials were held at 850°C. At elevated temperatures, precipitation reactions are possible for both Alloy 617 and Alloy 230, and thus the microstructure of materials before the commencement of the test could be quite different from that of the as-received materials due to the 45 minute hold time at 850°C.

Fig. 4.76 shows the 3D microstructure of the as-received Alloy 617 and Alloy 230 at low magnification. For both materials, equiaxed grain structures and plenary annealing twinning boundaries were observed. After solution treatment there were still many precipitates undissolved and distributed inside the grain and on GBs of both materials. This was more obvious for Alloy 230, in which precipitate clusters were clearly visible and aligned along the rolling direction. The morphology and composition of these precipitates in Alloy 617 and Alloy 230 are shown in Fig. 4.77 and Fig. 4.78, respectively. For Alloy 617, relatively large black precipitates composed of Ti(CN) were observed. The small intragranular precipitates and GB continuous thin plate-like precipitates that were observed were exclusively Cr-enriched M$_{23}$C$_6$. In regards to Alloy 230, the large precipitate clusters consisted of W-rich M$_6$C and Cr-rich M$_{23}$C$_6$, while GB thin-plate-like precipitates consisted of Cr-rich M$_{23}$C$_6$. No precipitates were
found on the twinning boundaries of either material. In addition, earlier research works reported
the existence of coarse carbide stringers in the as-received Alloy 617 (as shown in Fig. 4.11),
which caused the sample to fracture easily in tensile tests and had a negative impact on the
material’s ductility [4.52, 4.36, 4.53, 4.14, 4.54]. This microstructure feature was not observed in
this work.

Fig. 4.77: The morphology and composition of precipitates in the as-received Alloy 617. The EDS
spectrum was taken from the highlighted point in the SEM figure. (a) Ti(CN); (b) intragranular Cr-rich
$M_{23}C_6$ precipitate; (c) GB Cr-rich $M_{23}C_6$ precipitate
Face 4.77 Cont.
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Fig. 4.78: The morphology and composition of precipitates in the as-received Alloy 230. The EDS spectrum was taken from the highlighted point in the SEM figure. (a) spot 1: W-rich M₆C and spot 2: Cr-rich M₂₃C₆; (b) GB Cr-rich M₂₃C₆ precipitate
Fig. 4.78 Cont.
After thermal aging treatment at 850°C for 45 minutes, microstructure changes that were different in each of the materials became evident. Cr-rich M$_{23}$C$_6$ precipitates formed around the original Ti(CN), GB, and intragranular M$_{23}$C$_6$ precipitates in Alloy 617, as shown in Fig. 4.79. The smaller, newly formed, carbides surrounded the original intragranular M$_{23}$C$_6$ precipitates and created a sunburst pattern. It was proposed by Mankins et al. that the growth of original intragranular carbides as the alloy cools from the annealing temperature during the solution treatment generated dislocations on which smaller carbides could precipitate when the alloy was subsequently exposed to elevated temperatures [3.44]. In many cases, the newly formed plate-shaped intragranular M$_{23}$C$_6$ precipitate particles, shown in Fig. 4.80, aligned along specific crystallographic planes or directions of the crystal matrix resembling a typical Widmanstätten structure [4.55].

Unlike the as-received Alloy 617 specimens, precipitation on twinning boundaries was found as needle-shaped M$_{23}$C$_6$ precipitate particles on coherent twinning boundaries, and “zipper” form M$_{23}$C$_6$ precipitates formed at twin ends, as illustrated in Fig. 4.81. The twin ends were incoherent twin interfaces upon which lath-like precipitates formed. Based on the work of Singhal et al., the formation mechanism of such lath-like precipitates involved precipitation on Shockley partial dislocation, which bowed out from the incoherent twinning boundaries [4.56]. The precipitate morphology in Alloy 230 after aging treatment is presented in Fig. 4.82. Similar to Alloy 617, Cr-rich M$_{23}$C$_6$ aggregated around the original intragranular precipitates in aged Alloy 230, and twinning boundaries also became sites for new carbide formation. However, GB cellular type precipitates were found, and from other studies were shown to initiate premature rupture failures [4.57]. The cellular precipitate was mainly Cr-rich M$_{23}$C$_6$, as shown in Fig. 4.83. In addition, in some cases, precipitation free zones formed on both sides of a GB decorated with cellular precipitates, such as in Fig. 4.82(b). Concentration of plastic deformation in these zones was possible, and had been shown to lead to crack initiation in a wrought Ni-based superalloy [4.40, 4.47].

Driver et al. investigated the effect of the precipitation free zone width on the elevated temperature fatigue properties of a Nb-stabilized austenitic stainless steel and found that materials without precipitation free zones had improved fatigue resistance over materials with precipitation free zones, but if precipitation free zones were experienced in the material, an optimum precipitation free zone width of about 1 µm existed for maximization of the fatigue resistance [4.58]. Fig. 4.84 illustrates the similar occurrence of Widmanstätten structure precipitates in aged Alloy 230. It is worth noting that not every GB developed cellular type precipitates in Alloy 230, and some GB precipitates still had a thin plate shape, as shown in Fig. 4.85. This signifies that GB character, such as misorientation, can influence the morphology of a GB precipitate, which will be stressed further in the EBSD analysis.
Fig. 4.79: Cr-rich M$_{23}$C$_6$ formed around original (a) Ti(CN), (b) GB precipitates, and (c) intragranular precipitates in Alloy 617 after aging treatment.
Fig. 4.79 Cont.

Fig. 4.80: Newly-formed intragranular precipitate particles resembled Widmanstätten structure in the aged Alloy 617 specimens.
Fig. 4.81: Precipitation morphology on coherent and incoherent twinning boundaries of aged Alloy 617 specimens

Fig. 4.82: Precipitate morphology in Alloy 230 after aging treatment. (a) Cr-rich $M_23C_6$ formed around original intragranular precipitate; (b) GB cellular type precipitate; (c) precipitation on twinning boundaries
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Fig. 4.83: EDS mapping showing that GB cellular precipitates in Alloy 230 were mainly Cr-rich carbides
Fig. 4.84: Intragranular Widmanstätten structure precipitate in aged Alloy 230

Fig. 4.85: Influence of GB character on precipitate morphology in aged Alloy 230
4.9.2 LCF-tested materials

The microstructural changes that occurred in both materials after LCF testing are highlighted in this section. Regardless of the chosen total stain range during the LCF tests, classic transgranular crack initiation and propagation were observed for Alloy 617 specimens, with one example shown in Fig. 4.86 (The determination of the cracking mode in LCF and creep-fatigue tests was checked with inverse pole figures from EBSD analysis, which will be addressed later). The transgranular cracking was perpendicular to the principle stress axis. Such a fatigue fracture mode is called a Stage II fracture, and is usually in conjunction with the wavy slip character of the material [4.47]. In Ni-based superalloys, the temperature and strain rate conditions necessary to attain wavy slip have been determined quantitatively. Under the current test conditions (T=850 °C, $\dot{\varepsilon} = 2.5\times10^{-4}$/s), wavy slip was expected [4.59]. Because of the elevated temperature and air environment, oxidation on the specimen surface and crack opening was visible after the LCF tests, as shown in Fig. 4.87(a). Based on EDS analysis, the top gray scale in Fig. 4.87(a) was enriched with Cr, and the dark, finger-shaped region was enriched with Al. On occasion, voids developed at the interface between the surface oxide and the metal substrate, as illustrated in Fig. 4.87(b). These voids might become a site for early crack initiation. As presented in Fig. 4.88, a new precipitate phase, Mo-rich M$_6$C, was found at the GB region of Alloy 617 after all LCF tests. Rao et al. claim that there is an incubation time for M$_6$C precipitate formation in Alloy 617 [4.35]. Moreover, plastic deformation during LCF tests may promote dissociation of Cr-rich M$_{23}$C$_6$ and the formation of Mo-rich M$_6$C, as suggested in the work of Jo et al [4.60]. Thus, the M$_6$C precipitate was absent in the as-received and 45-minute aged specimen, since the material had not remained long enough at the elevated temperature, and no plastic deformation was experienced by the material. Inside the material, Fig. 4.89 shows the fracture of Ti(CN) and the void formation associated with the GB and intragranular precipitates. The void formation was observed in Alloy 617 specimens only when the test total strain range was 1.0% or 1.5%. The GB carbides also coarsened, and their distribution on the GBs became discontinuous, as seen in Fig. 4.89(b). The frequency of these voids was still scarce, and they were not able to coalesce to form cracks, hence these defects should not influence material performance for short term LCF tests. Nevertheless, for materials subject to long-term loads at high temperatures, these defects cannot be ignored.
Fig. 4.86: Transgranular crack initiation and propagation in Alloy 617 during LCF tests. $\epsilon_{\text{tot}} = 0.5\%$
Fig. 4.87: (a) Oxidation on Alloy 617 after LCF tests; (b) voids developed at the interface of the surface oxide and metal substrate. $\varepsilon_{\text{tot}} = 1.0\%$
Fig. 4.88: Mo-rich $M_6C$ formed at the GB region of Alloy 617 after the LCF test. The EDS spectrum was taken at the marked point. $\varepsilon_{\text{tot}} = 0.5\%$
Fig. 4.89: (a) Fraction of Ti(CN) in Alloy 617 after the LCF test. $\varepsilon_{\text{tot}} = 1.0\%$; (b) void formation associated with GB and intragranular precipitates. $\varepsilon_{\text{tot}} = 1.5\%$
Similar to Alloy 617, transgranular crack initiation and propagation were observed in Alloy 230 specimens for all the LCF tests. One example is exemplified in Fig. 4.90. During the LCF tests, a thin oxide layer enriched with Cr and Al developed on the specimen surface, as seen in Fig. 4.91. It was found that for the LCF test with the largest total strain range, 1.5%, in some cases, the crack path would follow GBs. For instance, in Fig. 4.92, the red arrow points out the crack path along the GB. GB cellular precipitates were found in Alloy 230 after exposure to the elevated temperature. The formation of cells of $\text{M}_2\text{C}_6$ lamellae results in a significant decrease in the high temperature ductility of Ni-based alloys [4.61]. Moreover, precipitation free zones close to the GB cellular precipitates could further enhance the local plasticity concentration. Therefore, the growth of cracks along GBs is possible, especially with the aid of high stress levels at the 1.5% total strain range LCF test.

Fig. 4.93 presents void formation under cyclic deformation inside the material as a result of fracture of the intragranular precipitates or rupture at the interface between the intragranular precipitates and the matrix. The carbide precipitates were usually brittle, and hence inductive to rupture under high stress. The interface of the matrix and precipitates was also a possible region for strain concentration, due to the strain field across the phase boundary. In contrast to the 45-minute aged Alloy 230 specimens, where GB cellular precipitates were found everywhere in the material, the LCF-tested Alloy 230 specimens showed that GB cellular precipitates could only exist at some distance away from the surface region. Fig. 4.94 depicts this feature, with the red vertical line defining the boundary below which the cellular precipitates could be found. In the work of Burke et al., the lack of cellular precipitation near the surface region was attributed to the oxygen penetration through the surface region [4.62]. Oxygen penetration along the surface-connected GB inhibited GB migration, which was a necessary process for the cellular precipitation to occur. The GB migration associated with the cellular precipitation formation will be addressed further in later sections.
Fig. 4.90: Transgranular crack initiation and propagation in Alloy 230 during LCF tests. $\varepsilon_{\text{tot}} = 0.5\%$
Fig. 4.91: Surface oxidation on a LCF tested Alloy 230 specimen. $\varepsilon_{\text{tot}} = 1.0\%$
Fig. 4.92: The transgranular crack path could sometimes follow the GB in the 1.5% total strain range LCF tested Alloy 230.
Fig. 4.93: Void development in Alloy 230 due to (a) rupture at the interface of the matrix and the large intragranular precipitate, (b) fracture of the large intragranular precipitate itself, and (c) fracture of small intragranular precipitates. $\varepsilon_{\text{tot}} = 1.0\%$
4.9.3 Creep-fatigue tested materials
Microstructures that lead to a reduced fatigue life of Alloy 617 and Alloy 230 in creep-fatigue tests are studied in this section. For the creep-fatigue tests of Alloy 617 with a 3 minute dwell time at peak tensile strain, cracks initiated and propagated mostly in an intergranular manner, as exemplified in Fig. 4.95(a) for the 0.5% total strain range.

Meanwhile, cracks initiated intergranularly, but still propagated transgranularly, for the larger total strain range tests, i.e. 1.0% and 1.5%, as shown in Fig. 4.95(b). In general, intergranular cracking occurs at a faster rate than transgranular cracking [4.47], which may explain why the combination of 0.5% total strain range with a 3 minute hold time at maximum tensile strain resulted in a greater fatigue life reduction than the other two creep-fatigue tests with larger total strain ranges. Moreover, the further decrease in fatigue life of Alloy 617 when a longer dwell time was incorporated into the 1.0% total strain range creep-fatigue test was accompanied by a gradual increase in the intergranular cracking component of the crack growth mode. Comparing Fig. 4.95(c) with Fig. 4.95(b) clearly shows this trend. In Fig. 4.95(b), the surface crack initiated on the GB of the outmost surface grain and then grew transgranularly, while in Fig. 4.95(c), the crack propagated through three grains along their GB before converting into the transgranular crack growth mode.

Due to the longer test time of a creep-fatigue test than a LCF test, time-dependent phenomena such as oxidation could play a large role in the deformation processes of materials. Oxidation occurred on the surface-connected GBs in Alloy 617, and the oxidized GBs became preferential sites for surface cracking. Fig. 4.96 illustrates an example of surface cracking due to

Fig. 4.94: Disappearance of GB cellular precipitates near the surface region of Alloy 230. $\varepsilon_{\text{tot}} = 1.5\%$
oxidized GBs. The oxidation structure, similar to the case in LCF tests, was composed of an outer layer of chromium oxide with finger-shaped aluminum oxide beneath. Kim et al. discovered a similar oxidation structure in Alloy 617 after the material was exposed to a high temperature impure helium environment. They believed that the oxidation structure was responsible for the low temperature embrittlement of the material as a result of cracking along the oxidized surface GB [4.63]. Additional damages resulting from creep-fatigue tests include intergranular cracks in the interior of Alloy 617 specimens. These intergranular cracks, presented in Fig. 4.97, were usually aligned at 45 degrees to the axial stress or perpendicular to the axial stress. GBs at 45 degrees to the tensile axis exist on planes of maximum shear stress, where GB sliding would tend to open cracks around the GB carbides. GBs oriented perpendicular to the tensile axis experienced the greatest normal force during the creep-fatigue experiments, which also tended to open cracks [4.64]. The interior intergranular cracks demonstrated that additional creep damage results from the maximum tensile strain hold period.

(a)

Fig. 4.95: Crack morphology in creep-fatigue tested Alloy 617. Test conditions: (a) $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes; (b) $\varepsilon_{\text{tot}} = 1.5\%$, dwell time = 3 minutes; (c) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 30 minutes
Fig. 4.95 Cont.
Fig. 4.96: Crack initiation on surface-connected GBs in Alloy 617. Oxidation along the surface-connected GB was apparent, with finger-shaped aluminum oxide underneath the surface chromium oxide. Test conditions: $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes.
Fig. 4.97: Intergranular crack development inside the creep-fatigue tested Alloy 617. In many cases, the crack opening was either 45 degrees to the stress direction or perpendicular to the stress direction. Test conditions: (a) $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes; (b) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 10 minutes
In comparison with Alloy 617, the slightly better creep-fatigue performance of Alloy 230 could be attributed to its better resistance to intergranular cracking. For instance, except for the 1.5% total strain range creep-fatigue test, transgranular crack initiation and propagation was observed for all the creep-fatigue tests with 3 minute dwell times, as shown in Fig. 4.98(a). For the creep-fatigue test of Alloy 230 at 1.5% total strain range with a 3 minute hold time, the cracking morphology exemplified in Fig. 4.98(b) indicates the intergranular initiation and transgranular propagation. The change in the crack initiation mode may be attributed to the synergy of the high stress level at 1.5% total strain range and the GB embrittlement due to the occurrence of GB cellular precipitates in Alloy 230. For creep-fatigue tests of Alloy 230 at 1.0% total strain range with varied peak tensile strain hold periods, the crack initiation and propagation modes were always transgranular, except for the 30 minute strain hold time creep-fatigue test, in which crack initiation morphology reveals intergranular fractures due to rising creep damage. Fig. 4.98(c) depicts this cracking morphology in Alloy 230. In comparison with the cracking morphology of Alloy 617 at the same test conditions, as shown in Fig. 4.95(c), the cracks propagated through fewer grains intergranularly in Alloy 230, indicating a better resistance of Alloy 230 to intergranular cracking. Nonetheless, interior GB cracks were observed in all creep-fatigue tested Alloy 230 specimens, as shown in Fig. 4.99. Similar to the case of Alloy 617, the interior GB cracks in Alloy 230 aligned either at an angle of 45 degrees to the axial stress or perpendicular to the stress direction. In addition, cellular precipitate lamellae with accompanying precipitation free zones on both sides of the GB were found in the vicinity of interior GB cracks. Strain concentration in the precipitation free zones and a reduced GB ductility due to the cellular carbide precipitates jointly caused the GBs containing cellular precipitates to be the preferred sites for intergranular cracking.
Fig. 4.98: Crack morphology in creep-fatigue tested Alloy 230. Test conditions: (a) $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes; (b) $\varepsilon_{\text{tot}} = 1.5\%$, dwell time = 3 minutes; (c) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 30 minutes
Fig. 4.98 Cont.
Fig. 4.99: Intergranular crack development inside creep-fatigue tested Alloy 230. In many cases, the crack opening was either at 45 degrees to the stress direction or perpendicular to the stress direction. Test conditions: (a) $\varepsilon_{\text{tot}} = 1.5\%$, dwell time = 3 minutes; (b) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 3 minutes
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4.10 EBSD Results
To further investigate microstructures that might influence the LCF and creep-fatigue test results, EBSD analysis was performed on both the as-received and experimentally-used specimens. Additional microstructure results, inaccessible from conventional microanalysis techniques, can be derived from the EBSD analysis, and a direct link between the material microstructure and crystallographic information can be found. Therefore, this section is divided into two subsections. In the first subsection, microstructural features which might influence the LCF and creep-fatigue properties of both alloys are identified. EBSD studies of these features on a relatively large scale were carried out to yield statistically significant results. The second subsection describes the EBSD scans performed on relatively small areas so that microstructural features derived from conventional microanalysis techniques, such as SEM, could be correlated with EBSD-based results.

4.10.1 Statistical EBSD analysis
Microstructural features which might influence the LCF and creep-fatigue properties of both alloys include grain size, the twinning boundary fraction of high angle grain boundaries (HAGBs), the coherent twinning boundary fraction of the total twinning boundaries, the fraction of $\sum \leq 29$ coincidence site lattice (CSL) boundaries among all boundaries, the length and distribution of low angle grain boundaries (LAGBs), and the existence of any texture. The end results of these microstructural features in Alloy 617, listed in Table 4.10, were extracted from EBSD scans done on an area of 1100 µm x 1100 µm with a step size of 1.6 µm. The average grain size for the as-received Alloy 617 specimens was about 81.8 µm. The 45-minute aging treatment at 850ºC, and most other test conditions, didn’t affect the average grain size of Alloy 617. However, for both the LCF creep-fatigue tests of Alloy 617 with 1.5% total strain range, a reduction in the average grain size was apparent, and was found to be due to recrystallization of smaller grains. The elevated temperature and large total strain range favored dynamic recrystallization (DRX). The DRX in Alloy 617 was also observed for elevated temperature ($\geq 800\degree$C) tensile tests, especially near strain concentrated regions [4.65].

| Table 4.10: Statistical EBSD analysis for Alloy 617 |
|-------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|       | Raw     | Aged    | 0.5%    | 1.0%    | 1.5%    | 0.5%+3 min | 1.0%+3 min | 1.5%+3 min | 1.0%+10 min | 1.0%+30 min |
| Grain size (µm)* | 81.8 | 76.9 | 97.5 | 100.6 | 42.3 | 81.0 | 71.5 | 33.2 | 65.2 | 74.2 |
| Twinning (%) | 64.3 | 63.6 | 71.1 | 68.3 | 50.3 | 69.0 | 60.7 | 35.1 | 57.4 | 61.7 |
| Coherent Twinning (%) | 46.8 | 52.9 | 62.9 | 67.1 | 64.1 | 63.8 | 62.8 | 49.3 | 53.4 | 56.7 |
| CSL fraction (%) | 66.7 | 66.5 | N/A | | | | | | | |
| LAGB | 1.8 mm | 2.5 mm | 2.2 mm | 6.0 mm | 4.9 cm | 8.2 mm | 2.2 cm | 8.0 cm | 2.6 cm | 1.5 cm |
| Texture (Y/N) | N | N | N | N | N | N | N | N | N | N |

*During grain size calculation, coherent twinning boundaries were not counted as GBs, since they were generally immobile and not a constituent of the intergranular transport network.
In contrast to random HAGBs, the boundary structure of twinning boundaries has a high degree of atomic matching, a low mobility, and a low GB energy. Thus, twinning boundaries are believed to possess desirable properties, such as resistance to cracking and corrosion [4.54, 4.6]. Characterization of the twinning boundary percentage in the as-received Alloy 617 specimens showed that over 60% of HAGBs were twinning boundaries. Similar to the case of grain size of Alloy 617, the twinning boundary fraction remained constant except for the LCF and creep-fatigue tests with 1.5% total strain range. Large strain induces grain rotations that result in twinning boundaries progressively losing their special character [4.7]. The change of twinning boundary distribution inside the material is shown in Fig. 4.100.

In contrast to parallel boundary lines pertaining to annealing twinning boundaries in the aged specimens, twinning boundaries from the creep-fatigue tested specimens at 1.5% total strain range seemed curved and discontinuous due to grain rotations. Moreover, twinning boundaries were further divided into coherent and incoherent twinning boundaries, since coherent twinning boundaries are considered to have more special properties than incoherent twinning boundaries [4.66]. Coherent twinning boundaries require the boundary plane to be aligned with the twinning plane, while incoherent twinning boundaries don’t parallel the twinning plane [4.55]. In OIM analysis software, the plane trace of the boundary plane was checked against that of the twinning plane; if alignment was confirmed, the twinning boundary was considered to be coherent, and vice versa. After application of this procedure, the ratio of coherent twinning boundaries to all twinning boundaries in Alloy 617 was determined to be about 50-60%. Thermal treatment and mechanical testing did not alter this value, as presented in Table 4.10.

Fig. 4.101(a) & (b) show the configuration of the coherent and incoherent twinning boundaries in a thermal-aged specimen and a creep-fatigue tested specimen, respectively. The total fraction of twinning boundaries changed between these two specimens, while the percentage of coherent twinning boundaries among the total twinning boundaries didn’t change. A twinning boundary is a subgroup of a broader category of special boundaries called CSL boundaries, in which repeated units are formed from points where the two misoriented lattices happen to coincide. CSL boundaries also fall into the category of low-energy boundaries, and possess desirable properties [4.67]. The type of CSL boundary is usually represented by a parameter $\Sigma$ which describes the degree of fit between the structures of the two grains. Mathematically, $\Sigma$ is calculated as the reciprocal of the ratio of coincidence sites to the total number of sites. For instance, an $\Sigma 1$ CSL boundary represents LAGBs with a GB misorientation angle less than 15 degrees. An $\Sigma 3$ CSL boundary represents twinning boundaries typically formed by a 60 degree rotation around the $<111>$ crystal direction in FCC materials. In reality, the boundary of two grains usually does not exactly satisfy the misorientation condition of CSL boundaries due to local atomic relaxation and/or the inclusion of dislocations into the boundary. Therefore, some maximum allowable deviation from the perfect CSL configuration needs to be defined. One widely used criterion, the Brandon criterion, defines the maximum allowable misorientation $\Delta \theta$ from the exact CSL by:

$$\Delta \theta = \Delta \theta_m \Sigma^{-1/2}$$  \hspace{1cm} (4.44)

$\Delta \theta_m$ is the maximum misorientation angle for LAGBs (typically 15 degrees [4.6]). In recent years, a more restrictive geometric criterion for special CSL boundaries was proposed by Palumbo et al., who claimed that the fraction of CSL boundaries with special properties based on the Palumbo criterion was higher than its counterpart based on the Brandon criterion [4.68],
making the Palumbo criterion more suitable for defining CSL boundaries. The form of the Palumbo criterion is given by:

\[ \Delta \theta = \Delta \theta_m \Sigma^{-5/6} \]  \hspace{1cm} (4.45)

In this study, the Palumbo criterion was adopted, and the fraction of CSL boundaries with \( \Sigma \leq 29 \) was calculated for the as-received and aged specimens. As shown in Table 4.10, the fraction of CSL boundaries in Alloy 617 was about 70%, which was well above the threshold value of 50% known for producing a noticeable difference in the intergranular corrosion resistance [4.69]. It is worth noting that the calculation of fractions of CSL boundaries in tested Alloy 617 specimens was omitted, since many LAGBs were created during the deformation of the material. These LAGBs, belonging to the \( \Sigma_1 \) CSL boundaries, do not qualify as special boundaries for two reasons. First, most of the LAGBs spread within the material without forming complete grains. Second, the LAGBs formed due to dislocation segregation, plasticity, and other means, and were representative of the material deformation behavior [4.70].

While the total fraction of CSL boundaries is important, perhaps even more important is a concept called grain boundary character distribution, which describes the arrangement of random HAGB and CSL boundaries. An optimized grain boundary character distribution should produce a more discontinuous and random HAGB network and a high frequency of CSL boundaries [4.71]. Fig. 4.102(a) illustrates how the random HAGBs (depicted by dark lines) and \( \Sigma \leq 29 \) CSL boundaries (depicted by light grey lines) were arranged inside an aged Alloy 617 specimen. The CSL boundaries can interrupt the random HAGB network to some extent, as shown in Fig. 4.102(b) after removal of the CSL boundaries in Fig. 4.102(a). However, the interruption was limited – namely, if a defect starts from the end of one GB on the left side of Fig. 4.102(b), it can always reach the end of another GB on the right side of the same image, meaning there is a contoured, but still continuous, GB path for potential defect propagation. As mentioned before, generation of LAGBs can be used to characterize materials deformation behavior.

In the wake of plastic deformation, large numbers of dislocations were created. These dislocations tended to reorganize themselves into dislocation cells which eventually coalesced to form subgrain boundaries [4.72]. As the deformation continued, the misorientation angle of the subgrain boundary gradually increased. When the misorientation angle was larger than 2-5 degrees, the subgrain boundary became a LAGB. To accommodate the deformation, more dislocations must be introduced, which results in a growing wall of dislocations. Therefore, LAGBs can essentially be considered to be an array of dislocations. The length of total LAGBs in Alloy 617 under different test conditions is listed in Table 4.10, with corresponding LAGB distribution maps shown in Fig. 4.103(a)-(f). Beginning with the aged specimen as shown in Fig. 4.103(a), except for those pre-existing LAGBs, no new LAGBs were created, due to the lack of deformation. The same results were observed in the LCF tests at 0.5% total strain range. With the total strain range increased to 1.0% for the LCF test, some LAGBs started to form near the original random HAGBs, as shown in Fig. 4.103(b). This situation was exaggerated for the LCF test at 1.5% total strain range as more LAGBs generated near random HAGBs, as shown in Fig. 4.103(c).

Fig. 4.104 indicates that DRX can occur at some LAGB-concentrated sites. Deformation in the LAGB-concentrated zones transformed dislocation walls into GBs in a continuous way, which resulted in the formation of new grains [4.73]. This explains why, as shown in Table 4.10, the grain size decreased for the LCF and creep-fatigue tests with 1.5% total strain range.
Comparing LCF tests and creep-fatigue tests at the same total strain range, more LAGBs were generated for creep-fatigue tests, as shown in Table 4.10 and Fig. 4.103(d)&(e). Elastic strain was converted to inelastic strain, i.e. creep strain, during the strain hold period, which resulted in more inelastic deformation of the material. In addition, the segregation of LAGBs to the random HAGBs became more apparent. The influence of the length of the strain hold period at 1.0% total strain range on LAGBs seemed more complicated. When the strain hold period increased from 3 minutes to 10 minutes, more LAGBs formed due to the increased creep deformation during the longer hold time creep-fatigue test. However, when the strain hold period increased from 10 minutes to 30 minutes, less LAGBs formed, and the average grain size slightly increased, as exemplified in Table 4.10 and Fig. 4.103(f). This may be attributed to the competing dynamic recovery process during which extended dwell times at elevated temperatures cause dislocation annihilation and polygonization, and thus less formation of LAGBs.

It is well known that crystal orientation texture has a strong influence on the mechanical properties of materials. Therefore, texture investigations were conducted for all the test conditions of Alloy 617. No texture development was found for Alloy 617 either before or after mechanical testing. For instance, Fig. 4.105 shows the Inverse Pole Figure (IPF) of the aged and creep-fatigue tested Alloy 617 specimens. The grains of both specimens did not show a preferred orientation, but rather a strong orientation gradient inside the grain can be observed for the creep-fatigue tested specimen as a result of the grain rotation due to the plastic deformation during the tests.
Fig. 4.100: Twinning boundaries highlighted by red lines in Alloy 617. Test conditions: (a) aged; (b) $\varepsilon_{\text{tot}} = 1.5\%$, dwell time = 3 minutes
Fig. 4.101: Yellow lines highlight coherent twinning boundaries and red lines highlight both coherent and incoherent twinning boundaries in Alloy 617. Test condition: (a) aged; (b) \( \varepsilon_{\text{tot}} = 1.5\% \)
Fig. 4.102: Grain boundary character distribution of aged Alloy 617. (a) Dark lines are HAGBs and light grey lines are CSL boundaries; (b) HAGB network after removal of CSL boundaries
Fig. 4.103: LAGB distribution highlighted by red lines for different Alloy 617 samples. Test conditions:
(a) aged; (b) $\varepsilon_{\text{tot}} = 1.0\%$; (c) $\varepsilon_{\text{tot}} = 1.5\%$; (d) $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes; (e) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 3 minutes; (f) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 30 minutes
Fig. 4.103 Cont.
Fig. 4.104: (a) LAGBs displayed as red lines; (b) grains with grain size ≤ 10 µm are highlighted with colors. The yellow circle highlights the correlation of a region rich in LAGBs with a region of DRX. Test condition: $\varepsilon_{\text{tot}} = 1.5\%$, dwell time = 3 minutes
Fig. 4.105: IPF of Alloy 617 specimens: (a) aged at 850°C for 45 minutes; (b) creep-fatigue tested at 1.0% total strain range with a 10 minute hold time at peak tensile strain. No texture development was observed.
The same set of EBSD analyses on Alloy 230 were done on a scan area of 730 µm x 730 µm with a step size of 1.2 µm. The statistical results based on EBSD analysis are listed in Table 4.11. The average grain size for the as-received and aged Alloy 230 specimens was about 40 µm, about half the grain size of Alloy 617. Mechanical testing, especially at higher total strain ranges and longer dwell times, might slightly reduce the average grain size of the material due to DRX. However, this is not as apparent as for Alloy 617. The average twinning boundary fraction of the Hayes 230 in the as-received condition was about 57%, which was close to the twinning boundary fraction of Alloy 617. Grain rotation caused the twinning boundary fraction to decrease for the following test conditions: $\varepsilon_{\text{tot}} = 1.5\%$ LCF test, $\varepsilon_{\text{tot}} = 1.5\%$ with a 3 minute dwell time creep-fatigue test, and $\varepsilon_{\text{tot}} = 1.0\%$ with 3-30 minute dwell time creep-fatigue tests. Fig. 4.106 shows two examples of the twinning boundary distribution in Alloy 230. After creep-fatigue testing, many pre-existing parallel annealing twinning boundaries lost their special misorientation character and became random HAGBs.

The black “blocky” spots in Fig. 4.106 and all the following figures derived from EBSD analysis on Alloy 230 signify large carbide precipitates. These spots were different phases from the Ni matrix, and were filled with black color in the OIM analysis software. Before the test, about 70% of the twinning boundaries in Alloy 230 were coherent twinning boundaries, a value that was slightly larger than the counterpart value for Alloy 617. Once again, regardless of the different test conditions, the fraction of coherent twinning boundaries in the alloy did not change after the test. For illustration purposes, Fig. 4.107 presents the distribution of coherent and incoherent twinning boundaries in two Alloy 230 specimens. After applying the Palumbo criterion, the $\sum \leq 29$ CSL boundary fraction was calculated to be about 60% for Alloy 230, which was slightly lower than that of Alloy 617, but still above the 50% threshold known to produce a noticeable difference in the intergranular corrosion resistance [4.69].

The CSL boundary calculation for the tested Alloy 230 specimens was omitted for the same reason as for Alloy 617. The grain boundary character distribution of an aged Alloy 230 specimen is shown in Fig. 4.108. Similar to the case of Alloy 617, CSL boundaries can somewhat disrupt the random HAGB network. In addition, a bimodal grain size distribution was seen for Alloy 230. In particular, small grains were found in the region rich in bulky precipitates, while large grains were found in regions containing less bulky precipitates. This phenomenon can be explained by the role of precipitates in restricting grain growth during the solution treatment of the material. Grains surrounded by large numbers of precipitates could not grow as easily as grains with less precipitates during the elevated temperature thermal treatment.

LAGB evolution in Alloy 230 for different test conditions was quite different than that in Alloy 617. Starting with the aged Alloy 230 specimen, Fig. 4.109(a) shows LAGBs existing in the material. After the LCF test with 0.5% or 1.0% total strain range, numerous spots enriched with LAGBs spread homogeneously within the material, as shown in Fig. 4.109(b). When the total strain range of the LCF test was increased to 1.5%, LAGBs began to concentrate near original random HAGBs, especially those of smaller grains, as in Fig. 4.109(c). Comparing creep-fatigue tests with 3 minute hold times at peak tensile strain with LCF tests at the same total strain level, such as comparing Fig. 4.109(c) with Fig. 4.109(e), reveals that creep deformation during the strain hold period led to more LAGB formation. Moreover, the morphology of the LAGB distribution changed when a 3 minute dwell time was added to the 1.0% total strain range LCF test, as seen by comparing Fig. 4.109(b) with Fig. 4.109(d). The LAGBs no longer
distributed homogeneously as spots spreading within the material, but instead segregated to random HAGBs.

For creep-fatigue tests at 1.0% total strain range, the total length of the LAGBs increased with the dwell time on peak tensile strain, as shown in Fig. 4.109(d), Fig. 4.109(f), and Table 4.11, since the creep deformation during the strain hold period is related to the length of the strain hold period. In contrast to Alloy 617, the total length of the LAGBs did not decrease during the creep-fatigue test at 1.0% total strain range with a 30 minute strain hold time. This may be due to the fact that Alloy 230 has a lower stacking fault energy than Alloy 617 (this will be discussed further in the deformation mechanism session of Chapter 5), and hence the dynamic recovery process in Alloy 230 is less efficient than in Alloy 617. Texture development was not observed for all Alloy 230 specimens. Two examples of the grain orientation in Alloy 230 are shown in Fig. 4.110. The grain orientation changed due to the deformation induced by grain rotations after the mechanical testing, and is shown in Fig. 4.110(b).
Fig. 4.106: Twinning boundaries highlighted by red lines in Alloy 230. Test conditions: (a) aged; (b) $\varepsilon_{\text{tot}} = 1.5\%$, dwell time = 3 minutes
Fig. 4.107: Yellow lines highlight coherent twinning boundaries and red lines highlight both coherent and incoherent twinning boundaries in Alloy 230. Test conditions: (a) aged; (b) $\varepsilon_{\text{tot}} = 1.5\%$
Fig. 4.108: Grain boundary character distribution of aged Alloy 230. (a) Dark lines are HAGBs, and light grey lines are CSL boundaries; (b) HAGB network after removal of CSL boundaries.
Fig. 4.109: LAGB distribution highlighted by red lines for different Alloy 230 samples. Test conditions: (a) aged; (b) $\varepsilon_{\text{tot}} = 1.0\%$; (c) $\varepsilon_{\text{tot}} = 1.5\%$; (d) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 3 minutes; (e) $\varepsilon_{\text{tot}} = 1.5\%$, dwell time = 3 minutes; (f) $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 30 minutes
Fig. 4.109 Cont.
Fig. 4.110: IPF of Alloy 230 specimens: (a) aged at 850°C for 45 minutes; (b) creep-fatigue tested at 1.0% total strain range with a 10 minute hold time at peak tensile strain. No texture development was observed.
Table 4.11: Statistical EBSD analysis for Alloy 230

<table>
<thead>
<tr>
<th>Raw Aged</th>
<th>0.5%</th>
<th>1.0%</th>
<th>1.5%</th>
<th>0.5%+3 min</th>
<th>1.0%+3 min</th>
<th>1.5%+3 min</th>
<th>1.0%+10 min</th>
<th>1.0%+30 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain size (µm)*</td>
<td>44.7</td>
<td>39.5</td>
<td>41.7</td>
<td>37.7</td>
<td>37.1</td>
<td>35.7</td>
<td>35.8</td>
<td>32.0</td>
</tr>
<tr>
<td>Twinning (%)</td>
<td>58.9</td>
<td>54.2</td>
<td>52.3</td>
<td>51.8</td>
<td>48.8</td>
<td>54.4</td>
<td>42.2</td>
<td>28.2</td>
</tr>
<tr>
<td>Coherent Twinning (%)</td>
<td>69.2</td>
<td>68.1</td>
<td>67.6</td>
<td>63.5</td>
<td>69.5</td>
<td>61.1</td>
<td>71.2</td>
<td>67.8</td>
</tr>
<tr>
<td>CSL fraction (%)</td>
<td>64.2</td>
<td>57.0</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAGB</td>
<td>3.9 mm</td>
<td>1.8 mm</td>
<td>9.2 mm</td>
<td>5.3 mm</td>
<td>1.5 cm</td>
<td>2.7 cm</td>
<td>2.5 cm</td>
<td>3.9 cm</td>
</tr>
<tr>
<td>Texture (Y/N)</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

*During grain size calculations, coherent twinning boundaries were not counted as GBs since they are generally immobile and not a constituent of the intergranular transport network.

4.10.2 Correlation of microstructure features with EBSD analysis

The cracking mode identification in sections 4.9.2 and 4.9.3 was aided by EBSD IPF analysis, since occasionally the SEM images did not have enough contrast to differentiate intergranular cracking from transgranular cracking. For instance, it is difficult to determine the exact cracking mode from the original SEM figure shown in Fig. 4.111(a). However, from the corresponding EBSD IPF analysis shown in Fig. 4.111(b), it is apparent that the cracking mode was transgranular, as the crystal orientation on both sides of any point along the crack path is the same. In contrast, Fig. 4.111(c) illustrates an example of intergranular cracking in which the crystal orientation on both sides of any point along the crack path was different. Table 4.12 summarizes the cracking modes of Alloys 617 and 230 under various test conditions. It is apparent that the introduction of a dwell time at peak tensile strain to LCF tests tends to change the crack initiation mode from transgranular initiation to intergranular initiation, especially for Alloy 617. The longer the dwell time at peak tensile strain, the greater the extent of the intergranular crack propagation in Alloy 617. The results very closely match the changes in the mode of fatigue crack initiation and propagation as a function of the creep component proposed by Gell et al. These results are presented in Table 4.13 [4.47]. Similar changes in the fatigue crack mode due to the creep damage incorporated into the fatigue test were observed in other related works [4.49, 4.35, 4.74, 4.75, 4.76].

Moreover, Alloy 230 exhibited better resistance to intergranular cracking than Alloy 617 under the same creep-fatigue test conditions. The cracking mode results also correlate with creep-fatigue life results, in a sense that intergranular cracking occurs at a faster rate than transgranular cracking, and hence materials that are more subject to intergranular cracking tend to have shorter fatigue lives.
Fig. 4.111: EBSD IPF clearly distinguishes the (a) & (b) transgranular cracking of Alloy 617; (c) intergranular cracking of Alloy 617. Test conditions: (a) & (b) $\varepsilon_{\text{tot}} = 1.0\%$; (c) $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes.
Table 4.12: Crack initiation and propagation modes in Alloy 617 and Alloy 230

<table>
<thead>
<tr>
<th></th>
<th>0.5% 1.0% 1.5%</th>
<th>0.5%+3 min</th>
<th>1.0%+3 min</th>
<th>1.5%+3 min</th>
<th>1.0%+10 min</th>
<th>1.0%+30 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alloy 617</td>
<td>Initiation*</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>I</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>Propagation</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>I</td>
<td>T</td>
</tr>
<tr>
<td>Alloy 230</td>
<td>Initiation</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>Propagation</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
</tbody>
</table>

*I=intergranular, T=transgranular

Table 4.13: Changes in the mode of fatigue crack initiation and propagation as creep damage becomes more important (after Ref.[4.47])

1. Transgranular crack initiation and propagation
2. Intergranular crack initiation and Stage I crack propagation
3. Intergranular crack initiation and Stage II crack propagation
4. Intergranular crack initiation and propagation

Random HAGBs with low degrees of atomic matching and high GB energy are typically believed to be subject to intergranular damage [4.77] such as corrosion and void formation. In this study, EBSD scans on areas with GB damages were performed in order to determine if random HAGBs were preferential sites for GB damages. Indeed, oxidation on surface-connected random HAGBs in Alloy 617 was found, as shown in Fig. 4.112. In addition, the intergranular crack initiation and propagation in Alloy 617 tested at 0.5% total strain range with a 3 minute hold time at maximum tensile strain also followed random HAGBs, as illustrated in Fig. 4.113. Inside the material, the intergranular cracking that was observed after the creep-fatigue tests of Alloy 617 also originated from random HAGBs, as shown in Fig. 4.114(a)&(b). The aforementioned results highlight the susceptibility of random HAGBs to various GB damaging modes. An optimized grain boundary character distribution with a disrupted random HAGB network is of great importance for improving a material’s capability to resist intergranular damaging.

Shown in Fig. 4.114(c) is the strain measurement (from the same area shown in Fig. 4.114(b)), which is based on the Kernel Average Misorientation (KAM) [4.78]. With KAM, the misorientation between a point at the center of the kernel and all points at the perimeter of the kernel were measured. The local misorientation value assigned to the center point was the average of these misorientations. The KAM resulted from lattice rotations caused by dislocations and dislocation arrays in a semi-ordered configuration, and thus was related to the local strain level [4.79]. Strain mapping from Fig. 4.114(c) shows the strain concentration in the vicinity of the random HAGBs, as highlighted in Fig. 4.114(b).
Fig. 4.112: Oxidation along HAGBs in Alloy 617. $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes

Fig. 4.113: Crack initiation and propagation along HAGBs in Alloy 617. $\varepsilon_{\text{tot}} = 0.5\%$, dwell time = 3 minutes
Fig. 4.114: Interior intergranular cracking on HAGBs of Alloy 617. (a) Original SEM figure; (b) different types of boundaries overlaid on the SEM figure; (c) strain measurements based on KAM. $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 10 minutes
Boundaries containing cellular precipitates in Alloy 230 were studied with EBSD. In Fig. 4.115, it is revealed that a random HAGB existed on the precipitate front. The GB cellular precipitates formed by a mechanism called a discontinuous precipitation reaction, in which a cell composed of a solute-depleted phase (matrix) and the lamellar precipitate forms behind a GB, advancing into a supersaturated matrix [4.61]. Hence, the reaction is a combination of precipitation and GB migration; the supersaturation in the matrix is the driving force for the reaction [4.80, 4.81]. During the discontinuous precipitation reaction, the lamellar precipitate is coherent with the grain, away from which it is growing, and is incoherent with the cell growth front [4.82, 4.83, 4.84, 4.85]. This explains why a random HAGB on the precipitate front was observed, as seen in Fig. 4.115. Under creep-fatigue test conditions, intergranular cracks inside Alloy 230 were found on random HAGBs where cellular precipitates resided, but not on random HAGBs without cellular precipitates. This observation confirms the deleterious effect of GB cellular M23C6 precipitates on the mechanical properties of the material.

Fig. 4.116(a)&(b) illustrate one example of an intergranular crack associated with the GB cellular precipitate. Strain mapping based on KAM, as shown in Fig. 4.116(c), demonstrates an extensive strain accumulation on the cellular precipitate front. On occasion, in Alloy 230, random HAGBs can migrate away from the cellular precipitate and become stripped of GB precipitates. The GBs of this configuration were especially susceptible to intergranular cracking, as shown in Fig. 4.117, due to the lack of GB precipitates that are known to impede GB sliding [4.86, 4.87] and the enhanced GB damage due to the creep-fatigue deformation.
It is worth noting that for the development of GBs denuded of precipitates in Alloy 230, two conditions need to be satisfied: 1) the material must have been subjected to creep-fatigue testing, and 2) cellular $\text{M}_{23}\text{C}_6$ carbides must have precipitated on the GB. The first condition highlights the additional driving force for GB migration during creep-fatigue testing. There are several driving forces for GB migration, and in decreasing order of magnitude, they are: chemical, stored deformation energy, GB energy, and others [4.88]. During creep-fatigue testing, the deformation was focused on the GB area. Many dislocations formed near GBs, which eventually led to the strain energy gradient across the GB. Therefore, the strain energy gradient induced by the creep-fatigue test became the additional driving force for GB movement. Cellular $\text{M}_{23}\text{C}_6$ carbides on GBs likely do not possess the same ability of general GB precipitates to limit GB migration [4.89], and hence only GBs with cellular precipitates were able to migrate away from cellular precipitates.

Fig. 4.115: Different boundary types overlaid on the SEM figure indicate the GB migration associated with discontinuous precipitation in Alloy 230. $\epsilon_{\text{tot}} = 1.0\%$
Fig. 4.116: Interior intergranular cracking on HAGBs in Alloy 230. (a) Original SEM figure; (b) different types of boundaries overlaid on the SEM figure; (c) strain measurements based on KAM. $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 3 minutes
Fig. 4.116 Cont.
Fig. 4.117: GBs migrated away from the cellular precipitates and developed intergranular cracking. (a) Original SEM figure; (b) HAGBs overlaid on the original SEM figure. $\varepsilon_{\text{tot}} = 1.0\%$, dwell time = 30 minutes
4.11  Biaxial Thermal Creep Experiment

4.11.1  Biaxial creep behavior of Alloy 617
The biaxial creep behavior of Alloy 617 at 900°C is plotted in Fig. 4.118. With increasing applied stress, the rupture time decreases. From the plot, it can be seen that the creep strain development for the stress of 18 MPa is close to the creep strain development at 15 MPa. In addition, all the curves exhibit a large tertiary part of creep deformation, while the secondary regime is not distinct.

To illustrate the change in creep rate during the test, the creep strain-time curves were differentiated to obtain the creep strain rate using the finite difference formula:

\[
\dot{\varepsilon}(t_n) = \frac{\varepsilon_{n+1} - \varepsilon_n}{t_{n+1} - t_n} \quad (4.46)
\]

\[
\bar{t}_n = \frac{t_{n+1} + t_n}{2} \quad (4.47)
\]

where \(\varepsilon_{n+1}\) and \(\varepsilon_n\) represent the effective strain at the two consecutive exposure times \(t_{n+1}\) and \(t_n\), respectively. \(\dot{\varepsilon}(\bar{t}_n)\) is the creep strain rate, and \(\bar{t}_n\) is the mean time of the two time intervals. The creep strain rate is plotted as a function of the average strain on a semi-log scale in Fig. 4.119(a)-(c).
Fig. 4.119: (a) Creep strain rate for Alloy 617 with an applied stress of 15 MPa at 900°C; (b) creep strain rate for Alloy 617 with an applied stress of 18 MPa at 900°C
Fig. 4.119 (c) creep strain rate for Alloy 617 with an applied stress of 30 MPa at 900°C

It should be noted that with increasing applied stress, the steady state creep rate portion decreases. Fig. 4.120(a)-(c) shows the cross-sectional view of SEM images near the fracture surface. Intergranular fracture was observed for all specimens.
Fig. 4.120: (a) Cross-sectional view of pressurized creep tubes near the fracture surface under the applied stress of 30 MPa at 900°C for Alloy 617
Fig. 4.120: (b) Cross-sectional view of pressurized creep tubes near the fracture surface under the applied stress of 18 MPa at 900°C for Alloy 617
Fig. 4.120: (c) Cross-sectional view of pressurized creep tubes near the fracture surface under the applied stress of 15 MPa at 900°C for Alloy 617
4.11.2 Biaxial creep behavior of Alloy 230

The biaxial creep behavior of Alloy 230 at 900°C is plotted in Fig. 4.121. As the applied stress is increased, the rupture time decreases. As shown in the plot, all the Alloy 230 creep curves exhibit a large tertiary portion of creep deformation. Even at the lowest stress, the secondary regime is not distinct. The creep strain rate is calculated using equations 4.43 and 4.44, and is plotted in Fig. 4.122(a)-(d) on a semi-log scale. It should be noted that with an increase in applied stress, the steady state creep rate portion decreases. Fig. 4.123(a)-(d) shows the cross-sectional view of SEM images near the fracture surface. Intergranular fracture was observed for all specimens.

![Fig. 4.121: Diameter strain vs. creep exposure time for Alloy 230 at 900°C](image-url)
Fig. 4.122: (a) Creep strain rate for Alloy 230 with an applied stress of 18 MPa at 900°C

Fig. 4.122: (b) Creep strain rate for Alloy 230 with an applied stress of 23 MPa at 900°C
Fig. 4.122: (c) Creep strain rate for Alloy 230 with an applied stress of 30 MPa at 900°C

Fig. 4.122: (d) Creep strain rate for Alloy 230 with an applied stress of 35 MPa at 900°C
Fig. 4.123: (a) Cross-sectional view of pressurized creep tubes near the fracture surface under the applied stress of 35 MPa at 900°C for Alloy 230.
Fig. 4.123: (b) Cross-sectional view of pressurized creep tubes near the fracture surface under the applied stress of 30 MPa at 900°C for Alloy 230
Fig. 4.123: (c) Cross-sectional view of pressurized creep tubes near the fracture surface under the applied stress of 23 MPa at 900°C for Alloy 230
4.12 Biaxial Thermal Creep Simulation

4.12.1 Biaxial creep simulation of Alloy 617
Figs. 4.124 and 4.125 show the fitting curve of $C(t)$ and $K(t)$ for Alloy 617 at 950°C. When fitting the $K(t)$ curve, the natural log was taken on both sides of equation 3.6.
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Fig. 4.124: Experimental results and numerical description of $C(t)$

Fig. 4.125: Experimental results and numerical description of $K(t)$
From the curve fitting shown above, the values of the constants $A$, $r$, $P$, and $m$ for Alloy 617 at 950°C are attained. With the same procedure, the corresponding constant values for 900°C and 850°C are obtained. Table 4.14 lists these values at different temperatures for Alloy 617. The simulation results for Alloy 617 are plotted in Fig. 4.126(a)-(c).

### Table 4.14: Values of equation constants of equation 3.7 for Alloy 617

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>$A$</th>
<th>$r$</th>
<th>$P$</th>
<th>$m$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>850</td>
<td>0.008778</td>
<td>0.03115</td>
<td>9.261e-10</td>
<td>1.401</td>
<td>4.1</td>
</tr>
<tr>
<td>900</td>
<td>0.01239</td>
<td>0.02198</td>
<td>1.3219e-8</td>
<td>1.413</td>
<td>3.714</td>
</tr>
<tr>
<td>950</td>
<td>4.0897e-7</td>
<td>0.06541</td>
<td>1.317e-6</td>
<td>1.161</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Fig. 4.126: (a) Results of creep experiments and simulations for Alloy 617 at 950°C. Red stars represent experimental results.
Fig. 4.126: (b) Results of creep experiments and simulations for Alloy 617 at 900°C. Red stars represent experimental results.

Fig. 4.126: (c) Results of creep experiments and simulations for Alloy 617 at 850°C. Red stars represent experimental results.
As illustrated in the plots of Fig. 4.126(a)-(c), in most cases, the simulation is in reasonable agreement with the experimental results at the medium stress level. However, the simulation overestimates the creep development at low stress levels, and underestimates the creep development at high stress levels. The deviation is primarily attributed to the parameter curve fitting, and suggests that more long-term experimental data is required.

### 4.12.2 Biaxial creep simulation of Alloy 230

Figs. 4.124 and 4.125 show the fitting curves $C(t)$ and $K(t)$ for Alloy 617 at 950°C. When fitting the $K(t)$ curve, the natural log was taken on both sides of equation 3.6. Using the same method that was used to attain $C(t)$ and $K(t)$ in section 4.12.1, the constants $A$, $r$, $P$, and $m$ for Alloy 230 were obtained, and are listed in Table 4.15.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>$A$</th>
<th>$r$</th>
<th>$P$</th>
<th>$m$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>850</td>
<td>0.008027</td>
<td>0.009588</td>
<td>8.41e-23</td>
<td>1.835</td>
<td>11.1</td>
</tr>
<tr>
<td>900</td>
<td>0.006461</td>
<td>0.007775</td>
<td>3.177e-10</td>
<td>1.362</td>
<td>4.666</td>
</tr>
<tr>
<td>950</td>
<td>0.00867</td>
<td>0.04153</td>
<td>9.54e-6</td>
<td>1.152</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Fig. 4.127(a)-(c) shows the simulation results of Alloy 230, where the red stars represent the experimental results. As illustrated in the plot, the simulation results are more accurate at high temperatures and high stresses than at low temperatures and low stresses. At temperatures of 900°C and 950°C, the tertiary portion is often underestimated.
Fig. 4.127: (a) Results of creep experiments and simulations for Alloy 230 at 950°C

Fig. 4.127: (b) Results of creep experiments and simulations for Alloy 230 at 900°C
4.12.3 Finite element analysis for creep behavior

Fig. 4.128 shows the pressurized creep tube deformed at 32 MPa and 950°C after FEM modeling. By using the XY-Data tool, a node in the center region of the deformed model can be selected and its moving magnitude plotted. This moving magnitude can then be compared with the experimental results. The results of this comparison are shown in Fig. 4.129(a)-(f), where the red lines represent the simulation data.
Fig. 4.128: FEM modeling for creep strain development of a pressurized creep tube
Fig. 4.129: (a) FEM simulation results for Alloy 617 at 950°C
Fig. 4.129: (b) FEM simulation results for Alloy 617 at 900°C
Fig. 4.129: (c) FEM simulation results for Alloy 617 at 850°C
Fig. 4.129: (d) FEM simulation results for Alloy 230 at 950°C
Fig. 4.129: (e) FEM simulation results for Alloy 230 at 900°C
4.13 High-temperature Fatigue Crack Growth of Haynes 230

4.13.1 Tensile tests

To determine the mechanical properties of Haynes 230 at both room temperature (RT) and high temperature (HT) (900°C), a simple uniaxial tension test was performed at each temperature, as shown in Fig. 4.130. Using DIC, the 0.2% offset yield stress was determined to be 415 MPa for the RT sample and 123 MPa for the HT sample. Another difference between the two stress-strain responses is the continual hardening in the RT experiment and the almost immediate softening in the HT experiment. Observing the DIC strain fields, labeled “a” and “b” in Fig. 4.130, for about 15% strain, the HT results show far more localization than the RT results. The image of the HT specimen surface near fracture (labeled “c”) shows significant damage along the section that fails. Necking and large voids are observed in the entire area shown. The fracture strain of the
two specimens is quite different, and the lack of damage in the RT sample would be a reasonable explanation for this result.

![Stress-strain response of Haynes 230 at RT and 900°C with fracture strains of 50% and 32%, respectively. The DIC strain plots at 15% global strain show the greater localization at 900°C.](image)

**Fig. 4.130:** The stress-strain response of Haynes 230 at RT and 900°C with fracture strains of 50% and 32%, respectively. The DIC strain plots at 15% global strain show the greater localization at 900°C.

### 4.13.2 Fatigue crack growth

Images were continuously taken during the fatigue crack growth tests in order to use digital image correlation to capture the full field displacements. Crack growth rates were determined by using these images to follow the crack tip advancement. As indicated in Fig. 4.131, both RT and HT fatigue crack growth tests were run. The solid symbols in Fig. 4.131 represent the isotropic stress intensity factor range calculation:

\[ \Delta K = \Delta \sigma \sqrt{\pi} \cdot a \cdot f\left(\frac{a}{w}\right) \]  

(4.48)

where \( \Delta \sigma \) is the stress range, \( a \) is the current crack length, and \( f\left(\frac{a}{w}\right) \) is the geometric correction factor, which can be found in [4.90]. However, equation 4.48 does not account for crack closure. The least-squares regression code explained in [4.91] and the Appendix was used to extract the effective stress intensity factor range from the experiments by considering the full field crack tip displacements, which inherently are affected by crack closure during a fatigue cycle. The effective stress intensity factor results, which consider crack closure, are shown as hollow symbols in Fig. 4.131. The insets included in this Fig. 4.131 show the experimental and regressed vertical displacement contours corresponding to the RT and HT specimens. The Paris law coefficients and exponents for both tests are shown in Table 4.16. The Paris law exponent is ~2 for both test results, which is in the common range of 2-4 for metals [4.92]. The following form of the Paris law was used to find the effective results that considered crack closure:

\[ \frac{da}{dN} = C(\Delta K_{eff})^m \]  

(4.49)

In equation 4.49, \( C \) and \( m \) are the Paris coefficient and exponent respectively. \( \Delta K_{eff} \) may be expressed as:

\[ \Delta K_{eff} = \Delta \sigma_{eff} \sqrt{\pi} \cdot a \cdot f\left(\frac{a}{w}\right) \]  

(4.50)
In equation 4.50, $\Delta \sigma_{\text{eff}}$ is the effective stress range (the portion of the loading cycle for which the crack is open), and $a$ is the crack length.

![Graph](image)

Fig. 4.131: Crack growth rate as a function of the stress intensity factor range for RT and 900°C experiments. The inserts are displacement contour plots showing the experimental (blue) and regression (red) vertical displacements in increments of 1 micron, with the black dot indicating the crack tip location.

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT theorhetical</td>
<td>1.34E-08</td>
<td>2.38</td>
</tr>
<tr>
<td>RT effective</td>
<td>7.54E-08</td>
<td>2.08</td>
</tr>
<tr>
<td>900°C theorhetical</td>
<td>1.81E-06</td>
<td>1.82</td>
</tr>
<tr>
<td>900°C effective</td>
<td>4.20E-06</td>
<td>1.74</td>
</tr>
</tbody>
</table>

The crack growth rate for the HT experiment was over an order of magnitude larger than that of the RT experiment, being in the range of $10^{-3}$ to $10^{-2}$ mm/cycle. This is an extremely high rate of fatigue crack growth that could lead to failure in a component before the crack is initially detected. Comparing the isotropic and effective stress intensity factor values, the crack closure level for both experiments was an average of 30% of the load. To show the effectiveness of the regression technique in determining the closure level, two-point digital extensometers, which measure local crack opening levels, were used to find closure values along the crack length for both the RT and HT specimens. The comparison results are provided in Fig. 4.132. The regression technique, also referred to as the full-field method, proved to be efficient in estimating the overall crack closure levels, while the two-point digital extensometers provided insight into the precise crack closure levels at the crack tip. The similarity in the closure levels between the
two specimens is a surprising result, and provides no conclusion about the faster crack growth rate at HT. Thus, slip irreversibility was investigated.

**Fig. 4.132**: Comparison between the local (digital extensometer) and full-field (regression) crack opening levels for the RT specimen at a crack length of 0.994 mm and the HT specimen at a crack length of 0.964 mm. Symbols represent the digital extensometer values at various points along the crack, while lines represent the regression-found value for the full-field. The schematic depicts the digital extensometer technique and placement along the crack flanks.

### 4.13.3 Slip irreversibility

With the stress intensity factors known, a plane stress assumption was used to approximate the plastic zone size [4.93]. Shown in Fig. 4.133(a) is the plastic zone for the RT specimen at a crack length of 0.994 mm at maximum load. Using the effective stress intensity factor of 16.55 MPa√m, the plastic zone radius was determined to be 0.337 mm. Strains determined from digital image correlation were inserted into the plastic zone, and high values of strain were found throughout the plastic zone. To compare, a HT specimen cycle at a crack length of 0.964 mm was used, as shown in Fig. 4.133(b). The effective stress intensity factor for this crack length was 9.39 MPa√m, and the corresponding plastic zone radius was found to be 0.664 mm. The strains in the plastic zone show a concentration around the crack tip. Even though the HT specimen had a much smaller effective stress intensity factor range, the lower yield stress caused the plastic zone size to be approximately twice that of the RT specimen at the same crack length.
Fig. 4.133: Plots of vertical displacement contours and plastic zones for a selected (a) RT and (b) 900°C fatigue crack cycle. Blue contours represent the experimental DIC displacements, and red contours represent the displacement contours (in $\mu m$) determined by least squares regression methods. (a) At a crack length of 0.994 mm, the room temperature specimen had a $\Delta K$ value of 22.64 MPa$\sqrt{m}$, a regression-found $\Delta K_{eff}$ value of 16.55 MPa$\sqrt{m}$, and a plastic zone radius of 0.337 mm. (b) At a crack length 0.964 mm, the 900°C specimen had a $\Delta K$ value of 14.08 MPa$\sqrt{m}$, a regression-found $\Delta K_{eff}$ value of 9.39 MPa$\sqrt{m}$, and a plastic zone radius of 0.666 mm.

Although these plastic zone approximations give much insight into the plasticity caused by the fatigue crack growth, the crack tip slip irreversibility was of great interest due to its correlation with the crack growth rate. Dislocations are emitted from the crack tip during a fatigue cycle, and when they do not fully reverse to the crack tip, strain is accumulated. In order to capture this behavior, measurements of the strain were made at the beginning and end of the cycle. Thus, the difference between points A and B, as shown in the bottom right of Fig. 4.134, can be considered to be the slip irreversibility for one cycle. To quantitatively measure this at the meso-scale, DIC was utilized. The DIC strain plots in Fig. 4.134 are used as an example of this technique. The two strain plots are one cycle apart, with the image labeled “A” being recorded at the beginning of the cycle and the image labeled “B” at the end. The isotropic and effective stress intensity factor ranges were 24.6 MPa$\sqrt{m}$ and 15.4 MPa$\sqrt{m}$, respectively, with a crack closure level of 37% for the RT example and 13.86 MPa$\sqrt{m}$ and 9.39 MPa$\sqrt{m}$, respectively, with a crack closure level of 32% for the HT example.

Referring again to Fig. 4.134, the strain plots show strain at the crack tips before the cycle (point “A”) and then residual strains at the crack tip after the cycle (point “B”). Taking advantage of the digital image correlation resolution, strain measurements in front of the crack at points “A” and “B” were compared, and irreversible strains of $6.35 \times 10^{-4}$ for the RT sample and $5.36 \times 10^{-3}$ for the HT sample were measured. This technique was applied for multiple crack lengths of the RT and HT specimens. As with the two examples provided, the trend of the HT specimen to have an irreversible strain an order of magnitude larger than that of the RT specimen was consistent throughout, as shown in Fig. 4.134.
Fig. 4.134: Strain irreversibility as a function of the maximum stress intensity factor during the fatigue crack growth experiments. The schematic shows the two minimum load points (A and B) where the strain measurements were taken. DIC strain plots for both the RT and 900°C experiments are shown. The higher strains in the B plots compared to the A plots indicate irreversible strains during the fatigue cycle.

4.13.4 Scanning electron microscope and transmission electron microscopy analysis
In order to further understand the microstructural response of the Haynes 230 sample fatigued at 900°C, images of the fracture surface were taken with a scanning electron microscope (SEM) and the dislocation arrangements were observed with transmission electron microscopy (TEM). The first SEM micrograph, shown in Fig. 4.135(a), shows the classic striations attributed to cyclic fatigue crack growth. This verifies that the external loading was responsible for the propagation of the crack and ultimately the failure of the material. Also evident in this micrograph are the effects of the high temperature damage as it was taken in a region that experienced a high $\Delta K$.

Fig. 4.135(b) provides an example of the smoothness of the surface, which signifies the low amount of oxidation present. This is consistent with the Haynes International, Inc. data and previously completed research [4.94] and [4.95].

Fig. 4.135: (a) High-magnification SEM micrograph showing the fatigue striations on the 900°C specimen; (b) post-fracture surface of the 900°C specimen showing a low level of oxidation and a smooth surface indicative of intragranular fatigue crack growth
TEM analysis was then performed in order to observe dislocations and any other phenomena present. As shown in Fig. 4.136, planar slip was observed. This is consistent with other solid-solution hardened face-centered cubic (FCC) alloys [4.96] and other nickel-based superalloys fatigued at high frequencies at high temperatures [4.47]. Also of particular interest was the formation of subgrains: several are present in Fig. 4.136. These subgrains were seen throughout the specimen; another example is provided in Fig. 4.137. A large heterogeneity in the microstructure in obvious from this TEM image. On the left, dislocations are present, with nothing to impede their motion. A stacking fault divides the image in half. On the right half of the image, intense dislocation-carbide interactions are observed, providing substantial resistance to dislocation motion. There are two types of carbides present in this image, and they are assumed to be M₆C and M₂₃C₆. The larger of the two found along the stacking fault is believed to be of the M₆C type. The M₆C type undergoes far less interaction with dislocations than the M₂₃C₆ carbides.

![Fig. 4.136: Planar slip in the Haynes 230 material](image-url)
4.14 Transpassive Behavior of Ni-based Alloys

4.14.1 Polarization curves
Fig. 4.138 displays both anodic and cathodic polarization curves obtained in 0.1M H₂SO₄ for the various alloy materials considered in this manuscript. Transpassive dissolution of the passive layer on Cr is sulfate anion-assisted [3.21, 3.22] so the electrode was rotated at 1000 rpm in order to facilitate comparison to the literature. The potential sweep rate (10 mV/s) is fast for passivating metals, and may not yield a true steady state current density. However, use of this faster scan rate did not yield inconsistencies relative to the literature.
The polarization curves for Alloy 617 with and without heat treatment are provided in Fig. 4.138. The anodic scan shows that the passive region begins at \(-0.24 \pm 0.04\) V for all samples, suggesting that both the as-received and heat treated materials will have similar pitting behavior as they share the same critical pitting potential [3.18]. The current density for the samples at 1.0 V are \(1.4 \pm 0.4\) mA/cm\(^2\) for the as-received case, \(0.70 \pm 0.3\) mA/cm\(^2\) for Alloy 617 heat-treated at 900°C, and \(0.74 \pm 0.3\) mA/cm\(^2\) for Alloy 617 heat-treated at 1000°C. Heat treatment causes Alloy 617 to become more corrosion resistant, as is apparent by the reduction in anodic current density. Additionally, the as-received Alloy 617 exhibits an anodic current in the transpassive region roughly 1.6 times larger than that of the heat-treated samples, suggesting that more easily oxidizable material forms on the surface without the heat treatment.

The cathodic potential sweep, also shown in Fig. 4.138, displays a reduced current density for all three samples relative to the anodic sweep, likely originating from the formation of a thicker Cr layer on the anodic sweep. Fig. 4.138 also displays an exponential rise in current at more cathodic potentials for all the samples, with the as-received Alloy 617 exhibiting a higher cathodic current than the heat-treated samples.

The polarization curves for various treatments of Alloy 230 are shown in Fig. 4.138. The onset of the passive region for the heat-treated samples is more positive than that of Alloy 617 at
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$-0.19 \text{ V } \pm 0.04 \text{ V vs. Ag/AgCl.}$ The current densities for samples at $1.0 \text{ V}$ are $0.28 \pm 0.05 \text{ mA/cm}^2$ for the as-received Alloy 230, $0.08 \pm 0.05 \text{ mA/cm}^2$ for Alloy 230 heat-treated at $900^\circ \text{C}$, and $0.07 \pm 0.05 \text{ mA/cm}^2$ for the Alloy 230 heat-treated at $1000^\circ \text{C}$. The heat treatment reduces the current density at $1.0 \text{ V}$ vs. the untreated case. The as-received sample has a higher anodic current density than that of the treated samples, again suggesting the presence of more easily oxidizable material on the surface prior to heat treatment. The cathodic sweep is similar to the case for Alloy 617, with the as-received specimen having more cathodic current than the heat-treated samples, and all rising exponentially with decreasing potential.

Our observation of increased corrosion resistance with heat treatment has been confirmed in the literature. For example, Kewther et al. demonstrated that the Alloy 617 used in gas turbines for 37,000 h could become more corrosion-resistant with heat treatment for 1-2 h at $1174^\circ \text{C}$ under inert gas - heat treatment made the Alloy 617 samples $100 \text{ mV}$ more noble in a solution containing $0.05 \text{ M H}_2\text{SO}_4 + 0.005 \text{ M NaCl}$ [3.18]. Alternatively, heating in air causes carbide precipitates to form alongside grain boundaries and a passive oxide composed of $\text{Cr}_2\text{O}_3$ to form on top of the bulk alloy, with a thinner $\text{Al}_2\text{O}_3$ layer underneath. Carbide deposition arising from heating increases the rate of anodic dissolution of Ni–Cr–Mo alloys in boiling $10\% \text{ H}_2\text{SO}_4$ [3.34]. Segregation of $\text{Cr}$ in the carbide phase also causes embrittlement of the alloy [3.15, 3.18, 3.34]. According to the Pourbaix diagram, in aqueous solution, Cr(III) should be a dominant species in the passivation layer and the Cr(VI) species should form at transpassive potentials [4.97].

In regards to electrochemical passivation, in situ XPS measurements of Ni–Cr alloys confirm that the passive layer in the double region is composed of Cr(III) and Ni(II), and is thin (1-2 nm). Meanwhile, the transpassive region (starting at $1.0 \text{ V vs. SHE}$) was composed of a mixture of Cr(III) and Cr(VI). Jabs et al. showed that Ni–Cr alloys with 20 wt% Cr develop a hydroxide layer, as evinced by a peak at 577 eV in the XPS after stepping the potential above 0.4 vs. SHE [3.26]. The electrochemical behavior of Alloy 230 in 25-98% $\text{H}_2\text{SO}_4$ has been studied with solution temperatures ranging from 25-75°C [3.19]. However, the effect of heat aging of the alloy on electrochemistry has not been examined. The delayed onset and reduced current density observed here show that heat treatment causes both alloys to become more resistant to oxidation. In regards to the Mo content, Betova et al. demonstrated that an increased Mo content is associated with an acceleration in the dissolution steps [4.98]. This correlates well with the improved corrosion resistance of Alloy 230 over Alloy 617, since Alloy 230 has a lower Mo content. Overall, our results show that Alloy 230 is more corrosion-resistant than Alloy 617, a result also found in literature.

4.14.2 Raman spectroscopy

Spectra of Alloy 617

In order to determine the species present on both the as-received and heat-treated alloy surfaces, we performed in situ SHINERS on Alloy 617 and Alloy 230 in the anodic and cathodic directions. Fig. 4.139 shows the potential dependent SHINERS obtained from the as-received and heat-treated Alloy 617 specimens in aqueous 0.1 M $\text{H}_2\text{SO}_4$. Table 4.17 provides a listing of peaks and their assignments.
Fig. 4.139: Potential dependent spectra of Ni alloys in 0.1 M H₂SO₄. Spectra offset for clarity.
Table 4.17: Peaks and assignments for spectra

<table>
<thead>
<tr>
<th>Peak center (cm(^{-1}))</th>
<th>Assignment</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 800</td>
<td>Absorbed CrO(_4^2^-)</td>
<td>[4.99, 4.100]</td>
</tr>
<tr>
<td>B 810-840</td>
<td>CrO(_4^2^-)</td>
<td>[4.99, 4.100]</td>
</tr>
<tr>
<td>C 850-920</td>
<td>Mixed Cr(III/VI) oxide, MoO(_4^2^-), and WO(_4^2^-)</td>
<td>[4.101, 4.102]</td>
</tr>
<tr>
<td>D 960-980</td>
<td>Cr(_2O_7^{2-})</td>
<td>[4.99, 4.100]</td>
</tr>
<tr>
<td>E 980</td>
<td>SO(_4^{2-})</td>
<td>[4.103]</td>
</tr>
<tr>
<td>F 1020</td>
<td>HSO(_4^-)</td>
<td>[4.103]</td>
</tr>
</tbody>
</table>

For the as-received Alloy 617, as the potential is swept from -0.4 to 0.9 V, only peaks from the electrolyte are observed. Specifically, in Fig. 4.139, a peak at 977 cm\(^{-1}\) (peak E) assigned as the symmetric SO\(_4^{2-}\) stretch is observed [4.103]. At 0.95 V, a group of peaks with large intensities appear at 783 cm\(^{-1}\) (peak A) and 943 cm\(^{-1}\) (peak D), which are assigned as originating from the symmetric Cr-O stretch of adsorbed CrO\(_4^2^-\) and Cr\(_2O_7^{2-}\), respectively [4.99] and [4.100]. At 1.0 V, peaks A and D increase in intensity and peak A develops a shoulder at 833 cm\(^{-1}\) (peak B, assigned as free CrO\(_4^2^-\)). On the cathodic sweep, peaks A and D continue to increase in intensity until 0.4 V, after which the peaks decrease in intensity. At 0 V, a peak centered at 862 cm\(^{-1}\) (peak C) appears and is assigned a mixed oxide Cr(III/VI) [4.101] and [4.102]. The region in which peak C occurs is also the region in which the Mo-O symmetric stretch of MoO\(_4^{2-}\) would be expected to appear. Indeed, this feature was seen when MoO\(_4^{2-}\) was adsorbed onto a Ag colloid (876 cm\(^{-1}\)) [4.99]. As the potential is swept from 0 to -0.4 V, the intensity of peak C decreases. Interestingly, there is no feature observed at 898 cm\(^{-1}\) that could be associated with HCrO\(_4^-\) [4.101, 4.102].

For the anodic sweep of the 900°C treated Alloy 617, between potentials of -0.4 to 0.8 V, only peak E, associated with the electrolyte SO\(_4^{2-}\), and the broad peak centered at 1020 cm\(^{-1}\) (peak F) assigned to HSO\(_4^-\), are observed [4.103]. At 0.8 V a peak at 867 cm\(^{-1}\) (peak C) appears. At 0.9 V an intense peak at 793 cm\(^{-1}\) (peak A) appears with a shoulder at 970 cm\(^{-1}\) (peak D). All peaks increase in intensity after reaching the switching potential of 1.0 V. On the cathodic sweep, peak A reaches a maximum intensity at about 0.9 V, while the peaks C and D reach maximum intensities around 0 V vs. Ag/AgCl. Similar to the other two cases, in spectra obtained from the 1000°C treated Alloy 617, only electrolyte peaks (E and F) are observed from -0.4 to 0.8 V. At 0.8 V, a peak at 875 cm\(^{-1}\) (peak C), and at 0.95 V, a peak at 800 cm\(^{-1}\) (peak A), appear, while peak D has increased in intensity. At 1.0 V, peak A and peak C have increased in intensity, while a peak at 960 cm\(^{-1}\) (peak D) has appeared. On the cathodic sweep, peak A reaches its maximum intensity at 0.8 V while peaks C and D reach a maximum between 0.2 and -0.2 V before decreasing in intensity.

Fig. 4.140 shows the integrated peak intensity for the Cr species on the Alloy 617 samples relative to their maximum peak intensity. This allows for an easier comparison between the three samples of changes in Cr speciation with potential. The onset for peak A (associated with adsorbed CrO\(_4^2^-\)) on the anodic sweep is similar for the three samples. On the cathodic sweep, the maximum intensity for peak A is reached 0.2 V earlier for the heat-treated Alloy 617 samples...
relative to the as-received sample. Conversely, the maximum intensity for peaks C and D are delayed for 0.2 V for the heat-treated Alloy 617 samples relative to the as-received Alloy 617. Thus, heat treatment controls both the nature of the Cr overlayer and its potential dependent development.
Fig. 4.140: Relative peak intensity vs. potential plot for (a) CrO$_4^{2-}$; (b) mixed oxide; (c) Cr$_2$O$_7^{2-}$
Fig. 4.141 and Fig. 4.142 present spectra and intensity vs. potential curves, respectively, for the three Cr species observed from the heat-treated and as-received Alloy 230 samples.

Fig. 4.141: Potential dependent spectra of Alloy 230 in 0.1 M $\text{H}_2\text{SO}_4$. Spectra offset for clarity.
For the as-received Alloy 230 sample, as the potential is swept from -0.4 to 0.9 V, only electrolyte peaks (E and F) are observed. From 0.85 to 0.9 V, a peak centered at 800 cm$^{-1}$ (peak A) appears and grows in intensity. At 1.0 V, peak A develops a shoulder at 847 cm$^{-1}$ (peak B) and a peak at 978 cm$^{-1}$ appears (peak D). On the cathodic sweep, both A and D increase in intensity as the peak is swept 0.9 V, exhibit a rapid decrease in intensity by 0.8 V, and continue to experience a gradual decline in intensity until the end of the scan at -0.4 V.
Similar to the as-received case, only electrolyte peaks (E and F) are observed on the 900°C treated Alloy 230 sample as the potential is swept from -0.4 to 0.4 V. At 0.8 V, a broad peak centered at 882 cm$^{-1}$ (peak C) appears. At 0.95 V, two other peaks appear at 792 cm$^{-1}$ (peak A) and 975 cm$^{-1}$ (peak D). All three peaks increase in intensity until a potential of 1.05 V is reached. On the cathodic sweep, peak A increases in intensity until 0.8 V, then decreases in intensity as the potential is swept to more negative values. Peaks C and D remain at the same intensity until 0 V, and then increase in intensity until -0.4 V the end of the cathodic sweep. This spectral region is also where adsorbed MoO$_4^{2-}$ and WO$_4^{2-}$ (876 and 912 cm$^{-1}$, respectively) would occur [4.99].

For the 1000°C treated Alloy 230, as the potential is swept from -0.4 to 0.95 V, only the electrolyte peaks (E and F) are observed. At 1.0 V, a peak centered at 795 cm$^{-1}$ (peak A) appears and grows in intensity at 1.05 V. On the cathodic sweep, peak A increases in intensity, reaches a maximum at 0.8 V, and then slowly decreases in intensity as the potential is swept to more negative values, finally reaching 0 V. After 0 V, a peak at 911 cm$^{-1}$ (peak C) appears and grows in intensity for the remaining duration of the cathodic sweep. In this region, adsorbed MoO$_4^{2-}$ and WO$_4^{2-}$ (876 and 912 cm$^{-1}$, respectively) occur [4.99].

As with Alloy 617, the spectra for Alloy 230 samples show no evidence of the presence of HCrO$_4^-$. Also, heat-treated samples show a delayed onset of the CrO$_4^{2-}$ peak and the development of a mixed oxide peak during transpassive dissolution.

The observation that peaks assigned to Cr(VI) species appear at anodic potentials suggests that Cr(VI) is the major product formed in the transpassive region, a result which is consistent with the literature [3.20, 3.21, 3.26]. There is no clear evidence for the formation of Cr$_2$O$_3$, the major product, when either Alloy 230 or Alloy 617 is heated in air [3.15]. However, the mixed Cr(III)/Cr(VI) species is observed on the cathodic sweep. We note that the Cr(III) species has a smaller Raman scattering cross-section relative to the Cr(VI) peaks for spectra produced on roughened or colloidal samples of Ag, Au, and Cu [4.99], [4.100], and [4.104]. SERS spectra of alloy C22 (a Ni-Cr-Mo alloy) in HCl displays broad peaks at 430 and 490 cm$^{-1}$, which can be attributed to an amorphous Cr(III) species [3.33]. However, we were not able to assign features in this spectral region in our measurements.

The other interesting aspect of the spectra reported above concerns the delayed onset potential related to the formation of peaks associated with Cr$_2$O$_7^{2-}$ and mixed oxide, and the accelerated potential of the appearance of peak A, associated with CrO$_4^{2-}$ in the heat-treated samples. We suggest that the heat treatment produces more fully-oxidized Cr, W, and Mo material relative to Cr$_2$O$_7^{2-}$, the consequences of which are seen in the spectra. Interestingly, the Pourbaix diagram for Cr shows that HCrO$_4^-$, rather than chromate, should be stable in the potential region interrogated (at pH 1), so the presence of CrO$_4^{2-}$ suggests a less acidic environment overall. An alternate explanation for the increase in intensity of the mixed oxide peak after the decrease in intensity for the CrO$_4^{2-}$ peak is that the soluble Cr species diffuse away, leaving behind the less soluble Mo and W species. Correspondingly, we note that heat treatment leads to an increase in corrosion resistance.

Overall, heat treatment of both Alloy 617 and Alloy 230 increases the relative intensity of the mixed oxide peak, seen in the transpassive region and persisting on the cathodic scan. Alloy 617 exhibits a greater relative peak intensity of the mixed alloy phase to the CrO$_4^{2-}$ peak on the
anodic sweep. The $\text{Cr}_2\text{O}_7^{2-}$ peak reaches a maximum intensity at 0 V in Alloy 617 and -0.4 V in the heat-treated Alloy 230 samples. The as-received Alloy 230 does not develop a mixed oxide phase that increases in intensity at the cathodic potential.

**X-ray photoelectron spectroscopy of Alloy 617 and Alloy 230**

Table 4.18 displays a summary of the relative amounts of the most abundant elements in the alloys (Ni, Cr, Mo, Co, and W) before and after oxidation, determined from low resolution survey scans, some of which are shown in Fig. 4.144. Samples were oxidized by applying a potential of 1.1 V vs. Ag/AgCl to the Ni sample for 60 seconds. The as-received and heat-treated Alloy 617 samples exhibit the same behavior - the percentage of Cr increases, Ni and Co decrease, and Mo remains the same after electrochemical oxidation. For the Alloy 230 sample, the percentage of Cr and W increases, while Ni and Mo decrease. The as-received Alloy 230 has a higher fraction of W compared to the heat-treated samples. Heat treatment has a minimal effect.

Fig. 4.143: Ex situ XPS of Ni alloys after potential cycling. Spectra are offset for clarity.
on the oxidation state and relative amount of Cr found ex situ for the Ni samples before and after corrosion in 0.1 M H₂SO₄.

Table 4.18: Relative atomic % of five major elements: Ni, Cr, Mo, W, Co before and after oxidizing at 1.1 V for 60 seconds.

<table>
<thead>
<tr>
<th></th>
<th>Alloy 617 as received</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before</td>
<td>After</td>
<td>Before</td>
<td>After</td>
<td>Before</td>
<td>After</td>
<td>Before</td>
<td>After</td>
</tr>
<tr>
<td>Ni</td>
<td>40</td>
<td>11</td>
<td>38</td>
<td>12</td>
<td>48</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>26</td>
<td>77</td>
<td>30</td>
<td>76</td>
<td>12</td>
<td>75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mo</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>16</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co</td>
<td>20</td>
<td>0.1</td>
<td>20</td>
<td>1</td>
<td>23</td>
<td>--</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

|                  | Alloy 230 as received |              |              |              |              |              |              |              |
|                  | Before | After | Before | After | Before | After | Before | After |
| Ni                | 36     | --    | 45     | 14    | 58     | 14    |        |        |
| Cr                | 9      | 29    | 51     | 75    | 35     | 46    |        |        |
| Mo                | 53     | 4     | 5      | 4     | 3      | --    |        |        |
| W                 | 2      | 67    | --     | 7     | 4      | 40    |        |        |
Fig. 4.144: Ex situ XPS survey spectra of heat-treated Ni alloys before and after potential cycling
5. DISCUSSION

5.1 Effect of Orientation of Alloy 617

Differences in yield strength in various directions indicates an intrinsic Bauschinger effect in the Alloy 617 plate [5.1]. Previous studies of hot-rolled aluminum alloy plates revealed a similar phenomenon, with little observed change in strength in the rolling and long-transverse directions, but a considerable loss of strength in the short-transverse direction [5.1]. A comparison of the relative strengths of Alloy 617, Alloy MA754 (an oxide dispersion-strengthened nickel-based alloy), and two aluminum alloys is shown in Fig. 5.1. The data for Alloy MA754 is taken from a bar with a transverse section of 90 x 32 mm [5.2]. The data for aluminum alloys is taken from plates with thicknesses of about 2 to 2.5 inches [5.1]. The loss of relative yield strength in the short-transverse direction in Alloy 617 was found to be over 15%, which is larger than the values (<10%) for MA754 and the aluminum alloys. Hence, the effect of orientation is an important issue in the plate form of Alloy 617, and must be taken into account during engineering design.

![Fig. 5.1: Relative strengths of various alloys at room temperature: (a) Y.S.; (b) U.T.S](image)

Two main sources of anisotropic material properties can typically be found in polycrystalline materials [5.3]. The first source is material texture produced by strong deformation (e.g. cold work) that develops a preferred crystal orientation, such as (110)<112> rolling texture (α brass type) in the sheet form of face-centered cubic (FCC) metals [4.4]. The second source is mechanical fibering composed of an alignment of inclusion particles and matrix crystals. Compared to cold rolled products, hot rolled metals and alloys generally have more isotropic mechanical properties. Solid solution annealing after hot work also helps to minimize residual stresses. Therefore, no obvious texture is observed in the as-received Alloy 617 (Fig. 4.13). Instead, significant mechanical fibering is found in the plate form of Alloy 617, which results in the directionality of mechanical properties. During hot rolling, the inclusion particles were generated with asymmetric shapes and spatial distributions. The growth of recrystallized grains was subsequently restricted by inclusion particles, and thus the new grains presented a specific alignment. Additionally, the inclusion particles were not re-dissolved during solid solution annealing. As a result, the microstructure characterized by inclusion and crystal fibers, or mechanical fibering, was preserved after solid solution treatment. Therefore, this microstructure that is composed of carbide bands in the transverse direction can be found extensively in the plate form of Alloy 617 [4.64, 4.54, 4.15, 5.4, 5.5].
Mechanical fibering in Alloy 617 also contributes to an anisotropic microstructure that is developed during tensile testing. The high volume fraction of carbide particles impedes the dislocation movement and consequently causes dislocation pileups and a high density of subgrain structures surrounding the particles. Therefore, as seen in strain contouring, the highly strained areas are concentrated on the interphase boundaries (Fig. 4.14(b) and Fig. 4.15(b)). In the short-transverse direction, this phenomenon is amplified due to the steep strain gradient. The region between two inclusion bands can be easily deformed, whereas the area close to inclusion is hardened by grain and interphase boundaries. Hence, the plastic deformation is localized. This can be seen in an aged specimen of Alloy 617, where intergranular carbide chains were disconnected between two carbide bands as a result of localized deformations (Fig. 4.17). However, the situation changes for elevated temperatures. Due to the thermal-enhanced mobility of dislocations and atoms, subgrain boundaries can transform into grain boundaries and develop new grains. The number, size, and distribution of recrystallized grains are dependent on the plastic strain. The highly strained area during plastic deformations, which is also the inclusion-rich area in Alloy 617, is subjected to increased dynamic recrystallization. This explains why the dynamic recrystallized grains are distributed in the same way as the strain contouring at low temperatures (Fig. 4.14(b) and Fig. 4.15(b)).

Another important result of mechanical fibering is the initiation of pre-mature failure by the ligaments of carbides bands in a tension loading. This was found to only occur at temperatures lower than 700°C. At higher temperatures, fracture was initiated by triple junction cracks from grain boundary sliding. The early rupture of the short-transverse specimens can be observed by its undeveloped texture. During the plastic deformation of Alloy 617 at low temperatures, crystallographic planes tended to rotate to form <111> or <100> textures to minimize easy glide. The amount of crystals oriented parallel to the <111> or <100> direction (texture development) can be used to examine the level of plastic deformations. A fully developed texture in the long-transverse specimen of Alloy 617 indicates that the material experienced a strong deformation during tensile testing (Fig. 4.16(a)). In contrast, the texture was found to be undeveloped in the short-transverse specimen, seen as a relatively smooth intensity distribution in the pole figures (Fig. 4.16(b)).

Finally, the effect of orientation can also be magnified in the creep condition for Alloy 617. Totemeier and Lillo reported that specimens of MA754 have a comparable tensile strength in the transverse direction to the value in the longitudinal direction. However, a markedly lower transverse strength was found in the creep condition [5.2]. Thus, the effect of orientation for the structural materials is important for long-term, high-temperature environments, such as the VHTR, where creep damage will certainly occur. Significant effort should be placed into minimizing the effect of orientation and even eliminating the source of anisotropy in Alloy 617. High temperature annealing is a simple method to remove the inclusion particles. Kihara et al. reported that all of the inclusion particles in Alloy 617 were dissolved following aging at 1200°C for 20 hours [4.89]. However, the new grain size for the aged Alloy 617 was 0.36 mm, more than twice the value of the as-received condition. Creep resistance increases as a result of increased grain size. However, the yield strength of the aged alloy likely decreases due to the loss of strengthening by the fine grains. The corresponding loss in yield strength may fail to meet the American Society for Testing and Materials (ASTM) standards [5.6]. Hence, it will be a challenging task to remove inclusion particles from Alloy 617 by high-temperature annealing while still maintaining its strong mechanical properties.
5.2 Strain Rate Sensitivity Analysis

The measured strain-rate sensitivities are plotted in Fig. 5.2(a) & (b) for Alloy 617 and Alloy 230, respectively. Note that the blue points are interpreted from constant flow stresses at high temperatures. For each alloy, the strain-rate sensitivity does not linearly increase with temperature. The value of $m$ is small at low temperatures (RT to 700°C), indicating a strain rate that is independent of flow stress for both alloys. The only exception is a higher value of $m$ that occurs at room temperature for Alloy 230. This temperature independence of the strain-rate sensitivity is attributed to dynamic strain aging. As discussed in section 3.1, dynamic strain aging can cause abnormal work-hardening that can be reflected in irregularities in strain-stress diagrams (the Portevin-LeChatelier effect). Moreover, dynamic strain aging can cause flow stresses to be independent of both strain rate and temperature [4.3]. For the temperature intervals in which dynamic strain aging occurs, there is a maximum degree of work hardening that corresponds to a specific strain rate at one temperature. A specimen deformed at the intermediate strain rate can experience a higher degree of work hardening compared to specimens deformed either at a lower or higher strain rate. This can be seen in the results of tensile testing in Tables 4.2 and 4.3 (or the strain-stress diagrams in APPENDIX A). For some studied temperatures (e.g., 300°C for Alloy 230), the flow stress at a strain rate of 0.005 s$^{-1}$ was found to be even higher than the stresses at a strain rate of 0.001 s$^{-1}$ and 0.01 s$^{-1}$. Due to this irregular strain rate independence, the strain-rate sensitivities are measured to be close to zero at temperatures below 800°C for both alloys.

![Fig. 5.2: Strain-rate sensitivity vs. temperature up to 1000°C for (a) Alloy 617 and (b) Alloy 230. The blue points are interpreted from constant flow stresses.](image-url)

The strain-rate sensitivity for 0.2% flow stress was found to decrease at 800°C, but increase considerably at 900 and 1000°C. 800°C is treated as a critical temperature for both Alloy 617 and Alloy 230, not only because it is the equicohesive temperature, but also because carbide precipitation occurs at this temperature (Fig. 4.4(b)). The precipitate hardening can be seen by comparing the strain-stress diagrams at 700 and 800°C - the curves in the inelastic regions have a stiffer slope at 800°C than at 700°C (Fig. 5.3). The flow stress during early yielding is significantly impacted by precipitate hardening. Thus, the influence of the applied strain rate is
relatively weakened (Fig. 5.3(b)). However, due to higher mobility, dislocations are able to climb over particles when the applied stress is sufficiently large. As a result, the plastic flow becomes stabilized after the alloys experience maximum stress (Fig. 4.22(a) and 4.23(a)).

Fig. 5.3: Engineering strain-stress diagrams for Alloy 617 at (a) 700ºC and (b) 800ºC

Since the constant flow stresses observed from 800 to 1000ºC are nearly independent of strain, it is more convenient and accurate to interpret the strain-rate sensitivities from the constant flow stresses. For both alloys, the value of $m$ under constant flow stresses increases with temperature, except at 900ºC for Alloy 617 (Fig. 5.2). The strain-rate sensitivity is slightly higher at 900ºC than at 1000ºC. This small difference may be due to a measurement error, but more importantly, it suggests that the strain-rate sensitivity is very close for 900 and 1000ºC for Alloy 617. From the comparison between Fig. 5.2(a) and (b) (or Tables 4.4 and 4.5), one should note that Alloy 230 is more sensitive to strain rate at high temperatures. Therefore, a small decrease in the loading rate can cause a large reduction in the strength of Alloy 230.

The strain-rate sensitivity has been found to maintain a nearly constant value for a wide range of strain rates. This has been found to be true for the 6063 aluminum alloy – there exists a constant strain-rate sensitivity on the 0.2% flow stress in the strain rate ranging from $2 \times 10^{-2}$ to $2 \times 10^{-5}$ s$^{-1}$ [5.7]. Therefore, it is possible to extend short-term material properties to approximate long-term loading responses by using the strain-rate sensitivity. Based on equation 4.8, assuming 1% total elongation according to the ASME limit, the constant flow stresses during a long-term (up to 60 years) loading are calculated and shown in Tables 5.1 and 5.2 for Alloy 617 and Alloy 230, respectively. The allowable stresses interpolated from the data obtained in the ASME codes are also provided for comparison. If the alloys are considered for use up to 60 years, current allowable stresses for the expected operation temperatures of the VTHR (800 to 1000ºC) are overestimated, except for the stress for Alloy 617 at 1000ºC. For Alloy 617, the allowable stresses are in fact higher than those for the estimated constant flow stresses for one year. This suggests that the alloy loading at a constant strain rate for one year (strain rate: $\sim 3 \times 10^{-10}$ s$^{-1}$) can still maintain allowable stresses. However, when loading for a very long time (i.e. 60 years,
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strain rate: \(5 \times 10^{-12} \text{ s}^{-1}\), the material cannot withstand the allowable stresses, and instead it will rupture before the end of service life. This prognosis is even worse for Alloy 230 due to its higher value of strain-rate sensitivity. For a one-year estimation, the allowable stress is higher than the constant flow stress for 800 and 900ºC, but it is already lower than the value for 1000ºC. For an estimation of 10 years, the allowable stresses in all studied temperatures were found to be lower than their estimated stresses. The analysis suggests that current ASME allowable stresses for both alloys cannot be directly applied to high-temperature, long-term design. In fact, only a short-term application can use the established codes.

Table 5.1: Estimated constant flow stresses and ASME allowable stresses for Alloy 617

<table>
<thead>
<tr>
<th>Temperature (ºC)</th>
<th>1 Year</th>
<th>10 Years</th>
<th>60 Years</th>
<th>ASME allowable</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>52.5 MPa</td>
<td>38.2 MPa</td>
<td>29.8 MPa</td>
<td>~31 MPa</td>
</tr>
<tr>
<td>900</td>
<td>13.7 MPa</td>
<td>9.0 MPa</td>
<td>6.4 MPa</td>
<td>~12.3 MPa</td>
</tr>
<tr>
<td>1000</td>
<td>14.6 MPa</td>
<td>10.4 MPa</td>
<td>8.0 MPa</td>
<td>~4.8 MPa</td>
</tr>
</tbody>
</table>

Table 5.2: Estimated constant flow stresses and ASME allowable stresses for Alloy 230

<table>
<thead>
<tr>
<th>Temperature (ºC)</th>
<th>1 Year</th>
<th>10 Years</th>
<th>60 Years</th>
<th>ASME allowable</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>44.9 MPa</td>
<td>31.9 MPa</td>
<td>24.4 MPa</td>
<td>~32 MPa</td>
</tr>
<tr>
<td>900</td>
<td>10.4 MPa</td>
<td>6.4 MPa</td>
<td>4.4 MPa</td>
<td>~10.2 MPa</td>
</tr>
<tr>
<td>1000</td>
<td>1.3 MPa</td>
<td>0.6 MPa</td>
<td>0.4 MPa</td>
<td>~2.6 MPa</td>
</tr>
</tbody>
</table>

In addition to the evaluation of allowable stresses, the rupture stresses in the ASME code were also examined. The rupture stresses for Alloy 617 are developed in the ASME code case N-47-28. The interpolated rupture stresses for 1, 10, and 60 years are shown in Table 5.3. Generally, both estimated flow stresses and documented rupture stresses possess an analogous degradation tendency with time. For 800 and 1000ºC, the ASME rupture stresses are more conservative with lower values compared to the estimated flow stresses. In contrast, the ASME rupture stresses are lower than the estimated flow stresses at 900ºC, which can be attributed to measurement error. In general, the rupture stresses from the ASME code should be sufficiently conservative according to the strain-rate sensitivity analysis. One should note that there is a knockdown factor for rupture stress in the ASME code for engineering design. This design limit stands as “67% of rupture stress,” which has been incorporated in the ASME B&PV Code, Section III, Subsection NH. Therefore, the permitted stresses for 60 years are only 7.3 and 3.0 MPa for 900 and 1000ºC after applying the knockdown factor. These permitted stresses are not adequate for long-term VHTR operation. Further engineering improvement and material development are needed to meet the requirements of the VHTR.
Table 5.3: Rupture stresses for Alloy 617 interpolated from Ref. 10 (ASME code case N-47-28)

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>1 Year</th>
<th>10 Years</th>
<th>60 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>58 MPa</td>
<td>35 MPa</td>
<td>26 MPa</td>
</tr>
<tr>
<td>900</td>
<td>25 MPa</td>
<td>15 MPa</td>
<td>11 MPa</td>
</tr>
<tr>
<td>1000</td>
<td>11 MPa</td>
<td>6.8 MPa</td>
<td>4.5 MPa</td>
</tr>
</tbody>
</table>

5.3  Long-term Thermal Aging of Alloy 617 and Alloy 230

The aging process for both Alloy 617 and Alloy 230 is characterized by particle nucleation and growth. According to the microstructural development, the aging process can essentially be divided into two stages: 1) the early stage, featuring fine and ordered precipitates within matrix grains and boundaries (Fig. 4.31(a)) and 2) the overaging stage, with depletion of small precipitates within the grains (Figs. 4.35 and 4.36) along with a significant coarsening of intergranular particles. During aging, the favorable nucleation sites for precipitates, determined by a higher free energy (or larger average atomic volume) compared to the host matrix, are interphase boundaries, grain boundaries, and twin boundaries. Thus, the size of the particles in these areas is much larger than the particle size within the host matrix. After an extended aging time, the precipitates diffused and stabilized in the areas with the highest interfacial free energy (e.g. interphase boundaries and high-angle grain boundaries). Both matrix and twin boundaries were found to be free of carbide particles due to their low interfacial free energy. The depletion of carbide particles in the twin boundaries is analogous to the anti-sensitization of low $\Sigma$ boundaries in steel: the low $\Sigma$ boundaries show a higher intergranular resistance for Cr depletion than high-angle grain boundaries [5.8]. The results were also in good agreement with the findings by Schlegel et al. that low $\Sigma$ boundaries tend to suppress intergranular precipitation in Alloy 617 during creep [4.54].

Whittenberger performed an aging test on both Alloy 617 and Alloy 230 at 820°C over 20,000 hours [5.9]. No change in grain size was observed in his experiment. Tan et al. annealed Alloy 617 at 850 and 1000°C for 4 and 6 weeks after thermomechanical processing [3.2, 4.6], and found that the grain boundary character distribution (GBCD) in Alloy 617 was preserved after thermal aging. In the current study, it was also found that 3000 hours aging at 900 and 1000°C did not influence the grain size distribution or GBCD for both Alloy 617 and Alloy 230. Their exceptional thermal stability is partially attributed to “Zener pinning” by large intrinsic carbides and age-coarsened intergranular particles. These particles inhibit the grain boundary migration and impede grain growth during aging. Hence, the grain boundary characters are preserved.

The maintenance for inexistence of topologically close-packed phases (e.g. sigma($\sigma$), mu($\mu$), or chi($\chi$)) is critical to ensure material strength during service life, since these detrimental phases can cause brittle failure at low temperatures and a loss of strength at high temperatures [4.20]. According to ThermoCalc® modeling, the $\sigma$ phase can precipitate in Alloy 617 if the alloying composition is not well-controlled [4.17]. Nevertheless, no TCP was observed in either alloy at any aging condition. This finding also agrees well with previous aging studies for Alloy
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617 at lower temperatures by Wu et al. [4.15] and for a similar temperature range by Mankins et al. [3.44], Kihara et al. [4.89], and Kirchhofer et al. [5.10].

The analysis of intergranular particle growth provides insights into the kinetics of precipitation processes in Alloy 617 and Alloy 230. Particle nucleation and growth are essentially controlled by two factors, both of which are temperature-dependent. The first factor is the driving force of particle nucleation, which depends on the content of the second-phase in the equilibrium condition. The second factor lies in the diffusion kinetics of heterogeneous elements (e.g. C, W, or Mo) that form the particles. The diffusion kinetics are directly related to the aging temperature such that a higher temperature promotes the diffusion of heterogeneous atoms, and vice versa. According to the predicted equilibrium phase diagram of Alloy 617 [4.14], the content of particles (including both M₆C and M₂₃C₆) is slightly higher at 1000°C than at 900°C. This suggests a larger driving force at 1000°C for particle nucleation in Alloy 617. Moreover, the heterogeneous elements in both alloys obtained a higher diffusibility at 1000°C. The slower diffusion process and the lower driving force significantly limit the particle growth in the alloys aged at 900°C. The temperature dependence of particle growth can be seen in 2D (Fig. 4.41) and 3D (Fig. 4.43) analyses that show growth of larger intergranular particles at 1000°C than at 900°C during aging.

Intergranular particle growth is also studied through analysis of the particle-coarsening rate $dY/dt$ (Fig. 4.44). At 900°C, most of the volume gain (in fraction) of intergranular particles occurs during the early stage of aging with a sharp decline in the coarsening rate. This suggests a dramatic loss of growth momentum. In contrast, the particle coarsening rate increases in the first few hundred hours during aging at 1000°C before the decline occurs. During this period of time, the carbide nucleation continues, accompanied by the growth of existing precipitates, until the equilibrium volume fraction is developed. It should be noted that this stage, characterized by a combination of particle nucleation and growth, also occurred for the alloys aging at 900°C, but within a very short time (<<10 hours) due to a low equilibrium volume fraction of second-phase particles. Therefore, this transient at 900°C was not observed in the present study.

Intergranular particle growth is analyzed based on the measured data fitted by the adapted Avrami equation (equation 4.15). The original form of the Avrami equation is:

$$X = 1 - \exp(-Kt^n)$$  \hspace{1cm} (5.1)

In equation 5.1, $X$ is the overall transformed volume fraction of second-phase particles, and $K$ and $n$ are the physical interpretations of the Avrami constants that are known as the Avrami coefficient and the Avrami exponent, respectively. If we assume that the number of intergranular particles does not change with time (i.e. no impingement takes place during aging), then $X$ and $Y$ can be considered to be equal in value. Then, we can refer to the value of $n$ that relates the balance between nucleation and growth, and suggest the mechanism of transformation.

| Table 5.4: Results and interpretation of $n$ |
|-----------------|-----------------|-----------------|
| Alloy 617 | Alloy 230 | Mechanism [5.11] |
| 900°C | 0.682 | 0.547 | Thickening of large plates ($n \approx 0.5$) |
| 1000°C | 1.27 | 1.34 | Growth of particles of large volume ($n = 1-1.5$) |
Table 5.4 shows the possible mechanisms of the particle evolution of Alloy 617 and Alloy 230 during aging at 900°C and 1000°C. The “thickening of large plates” at 900°C indicates a dominant coarsening process, whereas the “growth of particles of a large volume” suggests a mixed process involving both nucleation and growth [5.11]. The interpretations of $n$ agree well with the previous discussion.

Different heterogeneous elements can attribute to the different kinetics for particle growth in Alloy 617 and Alloy 230. W, as a main alloying element in Alloy 230, is less thermally active than Co and Mo in Alloy 617. The lower thermal activity of W can be reflected in its much higher melting temperature ($T_m$ of W = 3422°C $>> T_m$ of Mo = 2623°C and $T_m$ of Co = 1495°C). The diffusion rate of W in the $\gamma$ matrix is therefore lower than that of Co and Mo, which results in a relatively slower process of precipitate growth in Alloy 230 (Fig. 4.41 and Fig. 4.43). Additionally, the varying diffusion kinetics in the alloys can be reflected by the changes in mechanical properties with aging. This will be discussed further in the following section.

As introduced in section 4.4, the strength development with aging typically involves three strengthening mechanisms: dislocation cutting ($\tau_{cut}$), dislocation looping ($\tau_{loop}$), and solid solution strengthening ($\tau_{sss}$) (Fig. 4.28). Other fundamental material strengthening mechanisms include strain hardening ($\tau_{sh}$) and grain-boundary hardening ($\tau_{HP}$, where the subscript “HP” denotes the Hall-Petch relationship). Therefore, a comprehensive relation to describe the overall strength $\tau_{tot}$ of the alloys can be given as:

$$\tau_{tot} = \tau_0 + \tau_{HP} + \tau_{sh} + \tau_{sss} + \tau_{loop} + \tau_{cut}$$  \hspace{1cm} (5.2)

where $\tau_0$ is intrinsic strength of the material without additional strengthening mechanisms. The value of $\tau_{sh}$ is close to the frictional stress for the dislocation movement, also known as the Peierls stress, and can be expressed in terms of the width, $w$, of a dislocation:

$$\tau_0 = G \exp\left(-\frac{2\pi w}{b}\right)$$  \hspace{1cm} (5.3)

Note that the M$_{23}$C$_6$ carbides are the main precipitates during the early stage of aging. These particles are non-deformable and partially coherent to the $\gamma$ matrix during aging. Fig. 5.4 shows a SEM image for an Alloy 230 specimen that has been plastic deformed and processed by fine polishing and acid etching. The dislocation looping/bowing around the particles induces a strained area that can be easily etched out. The fine particles within etched pits suggest that the dislocation bowing/looping is the strengthening mechanism for aged alloys (Fig. 5.4). Therefore, the component $\tau_{cut}$ can be discarded from equation 5.2 because dislocation cutting does not occur.
According to microstructural analysis, the grain size does not change with aging, so the strength component of grain-boundary hardening, $\tau_{HP}$, can be considered to be constant during aging. If we assume that the dislocation density does not change significantly with aging, then the strain hardening component, $\tau_{sh}$, can also be treated as aging-independent. Accordingly, equation 5.2 can be simplified to:

$$\tau_{tot} = \tau_{sss} + \tau_{loop} + \tau_{other}$$  \hspace{1cm} (5.4)

$\tau_{other}$ is composed of all strengthening components that are invariable with aging. Thus, the overall strength development with aging can be analyzed based on the balance of $\tau_{loop}$ and $\tau_{sss}$. In fact, the particle strengthening is much more efficient and stronger than the solid solution strengthening, and controls the overall hardening response during aging. Accordingly, the changes in mechanical properties observed in both alloys with aging can be interpreted. For Alloy 617 aged at 900°C, nucleation of fine particles results in precipitate strengthening (increasing $\tau_{loop}$) and a loss of solid solution strengthening (decreasing $\tau_{sss}$) in a very short time. The precipitate strengthening is sufficiently large to compensate the loss of solid solution strengthening. As intergranular particles grow at the expense of fine precipitates, the spatial distance between particles ($L$ in equation 4.12) continues to increase. Therefore, $\tau_{loop}$ gradually decreases and becomes less effective for the overall strength ($\tau_{tot}$). When the particles finally stabilize in the boundaries, $\tau_{tot}$ becomes lower than the value before aging due to the loss of solid solution strengthening. The results of hardness and tensile tests show this aging process characterized by short-term hardening and long-term softening (Fig. 4.45(a) and Fig. 4.46). However, this sectional process is not observed in alloys aged at 1000°C. Due to a much higher diffusion rate, the particles grow rapidly at 1000°C compared to 900°C. This leads to a sharp decline of strength within a short time (<<10 hours) because of the loss of fine particles as hardeners. Particle strengthening is not enough to compensate for the loss of strengthening by solute elements. Hence, the softening effect is dominant for Alloy 617 aging at 1000°C. Fig. 5.5 shows the schematic of the overall aging effect of Alloy 617 at 900 and 1000°C.
For Alloy 230, the changes in mechanical properties with aging follow a similar developmental trend as is found for Alloy 617. However, as discussed in section 4.4.7, the main heterogeneous element, W, in Alloy 230 has a lower diffusibility than the Mo and Co in Alloy 617. Thus, the precipitate growth in Alloy 230 is slower, and results in a moderate decline of particle strengthening. This explains the observation of a longer hardening effect for Alloy 230 than for Alloy 617 (Figs. 4.45-4.47).

After long-term aging, a loss of strength is not only found in tensile testing at room temperature, but also at high temperatures up to 1000°C. These strength reductions with thermal aging are analogous to the results of the orientation effect analysis (section 4.2). Both studies suggest that the degradation of tensile properties at high temperatures is comparable to that at low temperatures.

Finally, the measured hardness of Alloy 617 after 300 and 1000 hours of aging is higher than the values reported in ref. 5.12. The aging effect on microstructural evolution and the associated mechanical properties is dependent on chemical composition and the history of heat treatment. From the data summarized in ref. 4.14, the kinetics and magnitude of changes in hardness and tensile properties with aging are different from one temperature to another. Therefore, proper control of chemical compositions and a regulation of heat treatment are both necessary to maintain the design margins of Alloy 617 and Alloy 230.
5.4 High-energy X-Ray Diffraction Study of Alloy 230

The γ matrix in the long-transverse and short-transverse samples of Alloy 230 has a similar response as the lattice strain development during tensile loading, although an early failure occurs for the short-transverse specimen. The material’s elastic anisotropy is revealed by different responses of $hkl$-specific reflections, which are typical for FCC metals [4.29, 5.13]. Calculated from Kröner’s self-consistent method, Young’s moduli for different $(hkl)$ reflections provide a sufficient approximation for converting measured lattice strains to internal stresses. Although this analysis only considers one phase, the results agree well with true stresses from the mechanical measurements (Fig. 4.59). The analysis also suggests that the load transferred from the γ matrix to the second-phase particles is insignificant in Alloy 230 during deformation at room temperature.

One should take note of the observed Bauschinger effect in the Alloy 230 specimens. From mechanical measurements, the difference in Y.S. between the long- and short-transverse specimens was found to be ~80 MPa (Table 4.7). This can be predicted by the measurement of the residual stress in the specimens before tensile loading. The measured lattice strains parallel to the applied stress $\varepsilon_{11}$ are -$1.21\times10^{-4}$ and $2.76\times10^{-4}$ for the long- and short-transverse specimens, respectively (Fig. 4.60 and Fig. 4.61). Thus, the corresponding difference in residual stress is 83 MPa, which agrees well with the mechanical measurements.

The deformation process of carbide particles in Alloy 230 can be revealed by analyzing the lattice strain responses for the long-transverse specimens. During the alloy’s elastic deformation, the lattice strain of the carbide increases linearly with increasing external applied stress. The lattice strain dramatically increases during early yielding until it reaches its maximum value. This process is the result of significant dislocation movements during material yielding and, consequently, a great number of dislocations bow around large, non-deformable particles. However, unlike the sustained loading behavior of the particles in refs. 3.4 and 3.6, the lattice strain of the M₆C carbide in Alloy 230 cannot increase during plastic deformation. Instead, lattice strain gradually decreases, in contrast to the linear straining of the γ matrix. This indicates that the large carbides with low volume fractions cannot maintain large internal stresses and begin to rupture upon early yielding. The continued particle fracture process results in a decreasing loading capacity (therefore reducing the lattice strain) during plastic deformation. The particle’s maximum internal stress, achieved during early yielding in the material, can be defined as the critical fracture stress for the M₆C type carbide in Alloy 230. This is the maximum internal stress that the M₆C carbide is able to withstand. Particle fracture will initiate once the internal stress is greater than this critical value (~1344 MPa, corresponding to the lattice strain of ~0.0047).

Because of the residual stress on the particles as well as the early rupture of the specimen, the loading behavior of the carbide in the short-transverse specimen cannot be divided into multiple stages as can be done with the long-transverse specimen. However, the carbide in both specimens achieved the same value of lattice strain (~0.0047) after yielding (Fig. 4.60(b)). This confirms the analysis for the critical fracture stress in the long-transverse specimen. Moreover, the analysis of the short-transverse specimen suggests that the critical fracture stress for the M₆C type carbide in Alloy 230 is independent of loading orientation. In other words, the loading direction on the specimens, either long- or short-transverse, will not change the initial stress of carbide fracture. Note that the M₆C carbide is lamellar-shaped and embedded in the γ matrix (Fig. 4.49). From the mechanical tests on Alloy 230 (also seen in the effect of orientation of
Alloy 617, section 4.2), the anisotropic geometry of the carbide as well as their distribution in the material are found to have an impact on all tensile properties (Fig. 4.52 and Table 4.7). Nevertheless, the maximum stress that the carbides can withstand is found to be independent of their shape and distribution within the alloy.

Complementary studies using SEM analysis for the ruptured specimens are shown in Fig. 5.6. Similar to the anisotropy of Alloy 617, the early failure of the short-transverse Alloy 230 specimen is caused by the ligament of carbide bands. Most of the carbides still maintain their integrity after the sample rupture (Fig. 5.6(b)). In contrast, almost all the carbides fractured in the ruptured long-transverse specimen (Fig. 5.6(a)). The difference in the carbide integrity explains the observation of different lattice strains (and therefore different internal stresses) when the specimens fail.

Finally, it must be noted that the present study is based on tensile tests conducted at room temperature. Since both alloys are expected to be used at high temperatures, the actual loading behavior for both the \(\gamma\) matrix and carbides might differ from that found during tests at low temperatures. The high-energy synchrotron technique can be further applied to study the high-temperature mechanical behavior of Alloy 230 (e.g. creep and creep-fatigue).

5.5 In-situ Creep Study Using Pressurized Creep Tubes

From the analysis of diffraction patterns from pressurized creep tubes, a complete creep curve is obtained with a better continuity than the interrupted strain measurements employed in previous studies [4.32]. This method also allows for an assessment of the in-situ microstructure development during different creep stages. First, the range of local strains and the crystalline size can be evaluated by analyzing peak broadening. Since the effective crystalline size remains relatively constant during creep, the peak width development can generally be considered to be
caused by the local strain or undirected micro distortion [4.25, 5.14, 4.26]. From the analysis, the three-stage peak width development was observed. During the early stage, the FWHM of the (311) reflection decreased and reached a static level in about 60 minutes. This indicates a decrease in dislocation density in the early stages of creep, which is caused by the rearrangement and recombination of dislocations (Fig. 4.64(a)). The result agrees well with the creep study completed by Pyzalla et al., and suggests that small residual stresses may result during the manufacturing of the tube used in the present study [5.14]. The static level of the FWHM lasts for about 2 hours, then increases until the tube fractures. This peak broadening is most likely attributed to the development of associated localized stress concentrations caused by the nucleation, growth, and coalescence of a large volume of creep voids. These results could be used to provide a better division of the secondary and tertiary creep regimes.

The analysis of the diffraction peak shifting also showed that higher internal stresses are developed after 160 minutes, which is close to the moment when the diffraction peak starts broadening. Thus, despite a relatively large data variation due to small applied stresses, the results of lattice strain measurements agree well with the analysis of diffraction peak broadening and indicate that the onset of the accelerated development of creep voids occurs about 180 minutes after the start of the creep test.

This technique, which uses the combination of pressurized creep tubes and high-energy synchrotron X-rays, can be coupled with small angle X-ray scattering (SAXS) or X-ray tomography to more directly observe the initiation of plasticity-induced void formation [3.6]. The multi-scale measurement and X-ray technique crossover can provide an insight into the creep deformation for prospective materials for nuclear energy development. Finally, it should be noted that the specimen configuration in the present study simulates the heat transport and exchange tubing and piping in the NGNP system. This paves the way for using synchrotron X-ray diffraction as a non-destructive method for investigating many components in practical engineering applications.

5.6 Creep-fatigue Life Prediction

5.6.1 Linear damage summation
In this section, the ability of the linear damage summation to correlate the test data is evaluated. First, the stress-rupture data of Alloy 617 and Alloy 230 at 850ºC from Refs. [5.15, 5.16, 5.17] is fitted with the following equation:

$$\log(t_r) = a + b \times \log(\sigma)$$  \hspace{1cm} (5.5)

where $t_r$ is the time to rupture at a stress level $\sigma$. The curve fit and original data are plotted in Fig. 5.7, where it can be seen that the creep-rupture curves are linear on a log-log plot for the input range of stresses. Since $t_r$ is a function of $\sigma$, which changes during the stress relaxation period, a constitutive equation is needed to describe the stress relaxation behavior of materials. This is done by fitting the stress relaxation data with Origin, a data analysis software. In the past, several different constitutive equations were proposed to model the stress relaxation behavior.
In this study, however, a different equation was used that was proven to match the stress relaxation data with an adjusted \( r \) correlation value better than 0.96:

\[
\sigma = a + b \times e^{-t/t_1} + c \times e^{-t/t_2} + d \\
\times e^{-t/t_3}
\]  

(5.6)
For illustration purposes, several fitting curves and original stress relaxation curves are shown in Fig. 5.8. All the fitting curves closely match the original data. The creep damage calculation in linear damage summation requires the summation of the creep damage of each cycle. This is unrealistic, considering the cyclic creep-fatigue life of tested materials, which varies from hundreds to thousands of cycles. Some approximations are needed for the calculation of creep damage. In the work of Campbell, creep-fatigue tests were done on stainless steel 304, and the author calculated the creep damage of the mid-life cycle and assumed the total creep damage equaled the multiplication of the mid-life cycle creep damage by the cyclic creep-fatigue life. Since the cyclic stress curves in Campbell’s study were fairly flat over most of the specimen life (which meant that the mid-life stress relaxation curve should be representative of the material relaxation behavior throughout the specimen life), Campbell’s presumption should most likely be valid [5.18]. In this study, however, cyclic stress curves, shown in Fig. 4.72, changed during the test. Therefore, the mid-life relaxation curve cannot be considered representative of the material relaxation behavior throughout the specimen life. To balance the complexity and accuracy in the creep damage calculation performed in linear damage summation, the stress relaxation curve at the mid point cycle (of around every 10% of creep-fatigue life) was sampled and used as the representative of that 10% creep-fatigue life. Fig. 5.9 schematically illustrates the applied approximation strategy. In such cases, each creep-fatigue test condition would yield ten sets of constant parameters, as per equation 5.6, which are summarized in Table 5.5. Therefore:
In equation 5.7, \( N_{10\%} \) is the number of cycles for the 10% creep-fatigue life of one specific creep-fatigue test condition, \( t_r(\sigma) \) is the stress rupture time defined in equation 5.5, and \( \sigma \) represents stress relaxation data of the green middle point cycle highlighted in Fig. 5.9 that can be described by equation 5.6. The summation over ten signifies the summation of creep damage which occurs during each 10% creep-fatigue life. In summary, Table 5.6 shows the damage fraction due to the creep and fatigue components as well as the summation of these two, i.e. the total damage. The results are also illustrated in Fig. 5.10. For the same test conditions, roughly the same fraction of fatigue damage was endured by both Alloy 617 and Alloy 230, except for the creep-fatigue test at 0.5% total strain range with a 3 minute hold time in peak tensile strain and the creep-fatigue tests at 1.0% total strain range with 10 minute and 30 minute hold times in peak tensile strain, due to greater reduction in the cyclic creep-fatigue life of Alloy 617. However, the creep damage portion varied greatly for these two materials, with much high creep damage being born by Alloy 230. This is due to the higher flow stress exhibited by Alloy 230 during the stress relaxation period, as shown in Fig. 4.74. In addition, the maximum tensile stress at the onset of the stress relaxation period for both alloys exceeds the maximum stress level of available stress rupture data. Thus, applying equation 5.5 to calculate the stress rupture time at a higher stress level than the original input data requires extrapolation of the available stress rupture data, which in turn may increase the uncertainty in the creep damage calculation results. Nevertheless, existing literatures reveal that sometimes there was no detrimental creep-fatigue interactions or that the creep-fatigue interactions could result in a longer creep or fatigue life [4.50, 5.51, 5.20]. The degree of creep-fatigue interaction can be deduced from the distance between the origin of the coordinates and the data point in Fig. 5.10. A short distance signifies that there is a strong synergic interaction between creep and fatigue. There is no obvious influence of the total strain range on the creep-fatigue interaction in Alloy 617, as the data points corresponding to tests with 3 minute dwell times at different total strain ranges display almost the same distance from the origin. However, this is not true for Alloy 230, as the creep-fatigue test condition of 0.5% total strain range with a 3 minute hold time yielded the least creep-fatigue interaction. The length of the dwell time at peak tensile strain may play a role in the creep-fatigue interaction, especially for Alloy 617. As shown in Fig. 5.10, for the creep-fatigue tests with 1.0% total strain range, the longer the dwell period, the closer the data point becomes to the origin.

The linear damage summation failure criterion is represented by a straight black dashed line in Fig. 5.10. Most of the Alloy 617 data matches the line in a plausible way except for the creep-fatigue test condition of 1.0% total strain range with a 30 minute hold time, at which the linear damage summation failure criterion overestimated the material’s capability to sustain the creep-fatigue damage. In regards to Alloy 230, the conventional linear damage summation failure criterion considerably underestimated the material’s creep-fatigue life, as all the data points for Alloy 230 were found to be far above the black dashed line. The bilinear blue dot line shown in the same figure is based on the failure criterion of the draft code case for Alloy 617 [5.21]. Although conservative enough for estimating the creep-fatigue life for Alloy 617 and Alloy 230, the draft code failed to fully exploit the available safety margins of these two materials.
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materials, as all the creep-fatigue damage calculation results were well above the blue dotted line. Therefore, the linear damage summation failure criterion could only predict the creep-fatigue life of Alloy 617 for limited test conditions, and lacked enough accuracy for predicting the creep-fatigue life of Alloy 230.
Fig. 5.8: Nonlinear curve fitting of the stress relaxation data of Alloy 617 and Alloy 230. Test conditions: 850°C, 1.0% total strain range, with 3, 10, and 30 minute hold times at peak tensile strain.
Fig. 5.9: Approximation strategy for creep damage calculation in linear damage summation. The green circles highlight the middle point cycle of each 10% creep-fatigue life.

Fig. 5.10: Comparison of creep and fatigue damage endured by Alloy 617 and Alloy 230 based on linear damage summation. The black dashed line shows the ideal failure criterion of linear damage summation, and the bilinear blue dotted line outlines the failure criterion of the draft code case for Alloy 617.
Table 5.5: Calculation of constant parameters for the stress relaxation curve

<table>
<thead>
<tr>
<th>Test condition</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>t₁</th>
<th>t₂</th>
<th>t₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5%+3 min</td>
<td>66.9235</td>
<td>76.7032</td>
<td>85.2015</td>
<td>-</td>
<td>2.48452</td>
<td>41.7769</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>58.4056</td>
<td>64.7531</td>
<td>91.5869</td>
<td>-</td>
<td>67.7978</td>
<td>5.90941</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>57.6512</td>
<td>89.8213</td>
<td>66.3139</td>
<td>-</td>
<td>4.65815</td>
<td>66.8321</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>57.9804</td>
<td>62.1852</td>
<td>89.0995</td>
<td>-</td>
<td>61.5093</td>
<td>5.48142</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>40.9412</td>
<td>65.9313</td>
<td>96.7719</td>
<td>-</td>
<td>125.657</td>
<td>7.1029</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>57.0533</td>
<td>80.5962</td>
<td>68.9254</td>
<td>-</td>
<td>4.39795</td>
<td>51.8995</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>57.3813</td>
<td>65.0867</td>
<td>76.4287</td>
<td>-</td>
<td>49.8716</td>
<td>5.39104</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>51.6373</td>
<td>84.3034</td>
<td>65.8080</td>
<td>-</td>
<td>3.97409</td>
<td>64.7046</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>54.8547</td>
<td>72.5313</td>
<td>60.7064</td>
<td>-</td>
<td>4.58335</td>
<td>46.2101</td>
<td>-</td>
</tr>
<tr>
<td>1.0%+3 min</td>
<td>47.4926</td>
<td>54.6244</td>
<td>66.8704</td>
<td>-</td>
<td>54.1940</td>
<td>3.77315</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>78.6668</td>
<td>84.4461</td>
<td>69.8051</td>
<td>-</td>
<td>4.23913</td>
<td>54.1164</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>76.2370</td>
<td>68.0834</td>
<td>90.8700</td>
<td>-</td>
<td>56.1602</td>
<td>3.32007</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>73.5431</td>
<td>62.1395</td>
<td>90.7977</td>
<td>-</td>
<td>78.7186</td>
<td>5.93508</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>64.4972</td>
<td>56.7269</td>
<td>94.8092</td>
<td>-</td>
<td>62.2330</td>
<td>4.7485</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>59.9200</td>
<td>92.062</td>
<td>63.5167</td>
<td>-</td>
<td>6.04264</td>
<td>113.685</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>63.8196</td>
<td>84.4270</td>
<td>64.9594</td>
<td>-</td>
<td>5.39085</td>
<td>85.6085</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>67.6427</td>
<td>53.7650</td>
<td>86.6183</td>
<td>-</td>
<td>3.82841</td>
<td>80.8989</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>62.0595</td>
<td>84.1653</td>
<td>64.0081</td>
<td>-</td>
<td>4.52032</td>
<td>228.272</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>66.3206</td>
<td>59.6475</td>
<td>74.3624</td>
<td>-</td>
<td>5.09041</td>
<td>3.77315</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>57.0818</td>
<td>80.5962</td>
<td>63.5167</td>
<td>-</td>
<td>6.04264</td>
<td>113.685</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>54.2266</td>
<td>45.7077</td>
<td>83.8742</td>
<td>-</td>
<td>41.4074</td>
<td>4.83157</td>
<td>318.741</td>
</tr>
<tr>
<td></td>
<td>58.0239</td>
<td>64.6594</td>
<td>68.3579</td>
<td>-</td>
<td>46.4787</td>
<td>19.6050</td>
<td>196.294</td>
</tr>
<tr>
<td></td>
<td>53.7076</td>
<td>68.3724</td>
<td>60.5446</td>
<td>-</td>
<td>50.9435</td>
<td>19.4713</td>
<td>228.272</td>
</tr>
<tr>
<td></td>
<td>57.0560</td>
<td>54.6704</td>
<td>44.7825</td>
<td>-</td>
<td>65.2532</td>
<td>189.776</td>
<td>3.16499</td>
</tr>
<tr>
<td></td>
<td>59.4132</td>
<td>79.8816</td>
<td>58.2972</td>
<td>-</td>
<td>2118.09</td>
<td>62.2330</td>
<td>4.7485</td>
</tr>
<tr>
<td></td>
<td>51.0236</td>
<td>31.0667</td>
<td>44.8301</td>
<td>-</td>
<td>312.611</td>
<td>5.55406</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>51.4786</td>
<td>40.5202</td>
<td>45.0479</td>
<td>-</td>
<td>226.798</td>
<td>3.64501</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>50.8113</td>
<td>45.6682</td>
<td>52.6051</td>
<td>-</td>
<td>170.406</td>
<td>19.7829</td>
<td>2.67519</td>
</tr>
<tr>
<td>1.0%+10 min</td>
<td>28.0384</td>
<td>51.1107</td>
<td>83.0269</td>
<td>-</td>
<td>35.9017</td>
<td>68.9421</td>
<td>5.31888</td>
</tr>
<tr>
<td></td>
<td>35.5311</td>
<td>44.9545</td>
<td>31.1413</td>
<td>-</td>
<td>67.3387</td>
<td>4.90496</td>
<td>484.573</td>
</tr>
<tr>
<td></td>
<td>47.7771</td>
<td>50.3670</td>
<td>31.6897</td>
<td>-</td>
<td>72.2104</td>
<td>75.4096</td>
<td>599.161</td>
</tr>
<tr>
<td></td>
<td>46.2466</td>
<td>49.3954</td>
<td>95.4235</td>
<td>-</td>
<td>33.5889</td>
<td>67.0065</td>
<td>4.90319</td>
</tr>
<tr>
<td></td>
<td>44.5668</td>
<td>57.7237</td>
<td>32.6682</td>
<td>-</td>
<td>48.0488</td>
<td>52.2370</td>
<td>596.397</td>
</tr>
<tr>
<td></td>
<td>44.4326</td>
<td>90.3236</td>
<td>52.5029</td>
<td>-</td>
<td>29.3599</td>
<td>4.83495</td>
<td>64.2233</td>
</tr>
<tr>
<td></td>
<td>43.9654</td>
<td>30.9434</td>
<td>49.6001</td>
<td>-</td>
<td>82.5968</td>
<td>521.008</td>
<td>5.26898</td>
</tr>
<tr>
<td></td>
<td>41.4042</td>
<td>44.0205</td>
<td>29.4290</td>
<td>-</td>
<td>86.6871</td>
<td>599.241</td>
<td>6.3454</td>
</tr>
<tr>
<td></td>
<td>41.5286</td>
<td>47.5767</td>
<td>26.0768</td>
<td>-</td>
<td>82.1044</td>
<td>603.400</td>
<td>6.02395</td>
</tr>
<tr>
<td></td>
<td>40.4489</td>
<td>44.0031</td>
<td>30.7650</td>
<td>-</td>
<td>77.1450</td>
<td>52.5647</td>
<td>476.965</td>
</tr>
<tr>
<td></td>
<td>38.6112</td>
<td>38.1052</td>
<td>78.9329</td>
<td>-</td>
<td>26.9764</td>
<td>78.3062</td>
<td>6.83073</td>
</tr>
<tr>
<td></td>
<td>34.8138</td>
<td>66.2695</td>
<td>5.73506</td>
<td>-</td>
<td>39.6340</td>
<td>54.3459</td>
<td>26.6125</td>
</tr>
<tr>
<td>1.0%+30 min</td>
<td>89.4463</td>
<td>81.0688</td>
<td>80.3851</td>
<td>-</td>
<td>65.4790</td>
<td>3.68589</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>87.8647</td>
<td>86.4286</td>
<td>79.2801</td>
<td>-</td>
<td>58.2333</td>
<td>2.7433</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>86.2982</td>
<td>76.4799</td>
<td>88.7411</td>
<td>-</td>
<td>2.40065</td>
<td>55.8717</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>84.7413</td>
<td>83.9667</td>
<td>75.4658</td>
<td>-</td>
<td>49.7735</td>
<td>2.66056</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>84.7533</td>
<td>74.8692</td>
<td>78.3067</td>
<td>-</td>
<td>3.33482</td>
<td>55.2510</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>78.9089</td>
<td>77.5344</td>
<td>80.1326</td>
<td>-</td>
<td>61.9247</td>
<td>3.11253</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>80.4226</td>
<td>65.0856</td>
<td>80.0888</td>
<td>-</td>
<td>3.0984</td>
<td>48.7171</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>76.4341</td>
<td>78.0664</td>
<td>73.4967</td>
<td>-</td>
<td>3.07539</td>
<td>54.6234</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>70.7537</td>
<td>71.4445</td>
<td>20.2414</td>
<td>-</td>
<td>3.91721</td>
<td>65.1359</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>65.3421</td>
<td>65.0535</td>
<td>65.5611</td>
<td>-</td>
<td>62.0513</td>
<td>3.39642</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 5.5 Cont.

<table>
<thead>
<tr>
<th></th>
<th>0.5%+3 min</th>
<th>1.0%+10 min</th>
<th>1.0%+30 min</th>
<th>1.5%+3 min</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alloy 230</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>81.916</td>
<td>69.828</td>
<td>60.995</td>
<td>98.142</td>
<td>6.91185</td>
</tr>
<tr>
<td>81.750</td>
<td>79.469</td>
<td>91.469</td>
<td>55.455</td>
<td>4.82476</td>
</tr>
<tr>
<td>79.252</td>
<td>62.350</td>
<td>98.099</td>
<td>68.289</td>
<td>6.19061</td>
</tr>
<tr>
<td>73.943</td>
<td>91.791</td>
<td>74.046</td>
<td>4.42399</td>
<td>68.9855</td>
</tr>
<tr>
<td>75.203</td>
<td>71.326</td>
<td>92.842</td>
<td>59.760</td>
<td>4.69961</td>
</tr>
<tr>
<td>72.141</td>
<td>98.090</td>
<td>69.690</td>
<td>4.2983</td>
<td>68.6672</td>
</tr>
<tr>
<td>66.036</td>
<td>100.851</td>
<td>60.503</td>
<td>6.72655</td>
<td>99.1481</td>
</tr>
<tr>
<td>73.258</td>
<td>91.502</td>
<td>58.362</td>
<td>6.50001</td>
<td>69.8591</td>
</tr>
<tr>
<td>72.160</td>
<td>93.012</td>
<td>60.019</td>
<td>5.06739</td>
<td>61.1624</td>
</tr>
<tr>
<td>63.832</td>
<td>77.388</td>
<td>54.764</td>
<td>5.80132</td>
<td>66.9796</td>
</tr>
<tr>
<td><strong>1.0%+3 min</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>85.544</td>
<td>103.009</td>
<td>74.274</td>
<td>5.59763</td>
<td>69.9792</td>
</tr>
<tr>
<td>84.154</td>
<td>101.259</td>
<td>73.703</td>
<td>5.01217</td>
<td>69.7106</td>
</tr>
<tr>
<td>82.177</td>
<td>93.563</td>
<td>68.802</td>
<td>6.69094</td>
<td>74.0286</td>
</tr>
<tr>
<td>81.443</td>
<td>67.852</td>
<td>101.361</td>
<td>75.535</td>
<td>5.25381</td>
</tr>
<tr>
<td>81.863</td>
<td>93.993</td>
<td>71.597</td>
<td>4.66997</td>
<td>63.2927</td>
</tr>
<tr>
<td>75.975</td>
<td>68.510</td>
<td>97.204</td>
<td>78.859</td>
<td>5.29095</td>
</tr>
<tr>
<td>80.865</td>
<td>66.702</td>
<td>89.557</td>
<td>56.505</td>
<td>4.65357</td>
</tr>
<tr>
<td>74.115</td>
<td>86.465</td>
<td>63.903</td>
<td>5.147</td>
<td>72.8003</td>
</tr>
<tr>
<td>71.447</td>
<td>58.971</td>
<td>72.735</td>
<td>64.843</td>
<td>5.59538</td>
</tr>
<tr>
<td>63.280</td>
<td>53.394</td>
<td>57.916</td>
<td>72.441</td>
<td>6.51392</td>
</tr>
<tr>
<td><strong>1.0%+10 min</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>73.979</td>
<td>81.120</td>
<td>68.516</td>
<td>15.4848</td>
<td>2.14631</td>
</tr>
<tr>
<td>68.816</td>
<td>52.389</td>
<td>55.604</td>
<td>31.2478</td>
<td>210.635</td>
</tr>
<tr>
<td>54.925</td>
<td>98.932</td>
<td>61.174</td>
<td>4.31982</td>
<td>50.1155</td>
</tr>
<tr>
<td>67.478</td>
<td>62.585</td>
<td>82.551</td>
<td>24.5612</td>
<td>277.681</td>
</tr>
<tr>
<td>64.974</td>
<td>92.537</td>
<td>37.126</td>
<td>4.3884</td>
<td>358.303</td>
</tr>
<tr>
<td>4.45273</td>
<td>88.519</td>
<td>65.945</td>
<td>90.392</td>
<td>58.1901</td>
</tr>
<tr>
<td>17.395</td>
<td>72.578</td>
<td>64.263</td>
<td>147.110</td>
<td>62.1116</td>
</tr>
<tr>
<td>-124374</td>
<td>61.280</td>
<td>82.533</td>
<td>68.2005</td>
<td>4.18234</td>
</tr>
<tr>
<td>52.174</td>
<td>75.514</td>
<td>50.691</td>
<td>30.0448</td>
<td>440.122</td>
</tr>
<tr>
<td>56.004</td>
<td>104.352</td>
<td>63.384</td>
<td>47.4498</td>
<td>5.99265</td>
</tr>
<tr>
<td>57.721</td>
<td>39.967</td>
<td>59.125</td>
<td>97.858</td>
<td>64.6960</td>
</tr>
<tr>
<td>56.398</td>
<td>36.881</td>
<td>54.667</td>
<td>102.457</td>
<td>587.059</td>
</tr>
<tr>
<td>54.300</td>
<td>33.726</td>
<td>58.574</td>
<td>103.385</td>
<td>747.460</td>
</tr>
<tr>
<td>54.438</td>
<td>99.658</td>
<td>52.378</td>
<td>36.885</td>
<td>5.62583</td>
</tr>
<tr>
<td>54.196</td>
<td>53.991</td>
<td>36.895</td>
<td>94.541</td>
<td>77.6786</td>
</tr>
<tr>
<td>52.670</td>
<td>92.241</td>
<td>54.239</td>
<td>37.4629</td>
<td>4.83836</td>
</tr>
<tr>
<td>52.071</td>
<td>54.121</td>
<td>87.837</td>
<td>36.8777</td>
<td>70.2683</td>
</tr>
<tr>
<td>47.638</td>
<td>54.502</td>
<td>34.412</td>
<td>80.4864</td>
<td>65.6892</td>
</tr>
<tr>
<td>96.418</td>
<td>100.903</td>
<td>84.413</td>
<td>5.27727</td>
<td>67.0094</td>
</tr>
<tr>
<td>91.381</td>
<td>105.799</td>
<td>80.430</td>
<td>5.6956</td>
<td>81.8214</td>
</tr>
<tr>
<td>96.906</td>
<td>82.148</td>
<td>98.249</td>
<td>62.3612</td>
<td>4.93073</td>
</tr>
<tr>
<td>96.256</td>
<td>80.425</td>
<td>92.481</td>
<td>63.4945</td>
<td>5.49766</td>
</tr>
<tr>
<td>93.958</td>
<td>98.906</td>
<td>81.301</td>
<td>4.52093</td>
<td>66.6817</td>
</tr>
<tr>
<td>97.242</td>
<td>82.193</td>
<td>93.582</td>
<td>60.1521</td>
<td>4.49967</td>
</tr>
<tr>
<td>96.893</td>
<td>89.172</td>
<td>84.919</td>
<td>4.30469</td>
<td>58.6575</td>
</tr>
<tr>
<td>93.952</td>
<td>85.208</td>
<td>84.371</td>
<td>4.43927</td>
<td>58.9906</td>
</tr>
<tr>
<td>93.071</td>
<td>90.563</td>
<td>80.520</td>
<td>4.15076</td>
<td>57.4465</td>
</tr>
<tr>
<td>88.119</td>
<td>80.759</td>
<td>76.522</td>
<td>55.1637</td>
<td>3.8653</td>
</tr>
</tbody>
</table>
Table 5.6 Creep-fatigue damage calculation for Alloy 617 and Alloy 230 based on linear damage summation

<table>
<thead>
<tr>
<th>Materials</th>
<th>Test Condition</th>
<th>Creep Damage</th>
<th>Fatigue damage</th>
<th>Total Damage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5%+3 min</td>
<td>0.548</td>
<td>0.605</td>
<td>1.153</td>
</tr>
<tr>
<td></td>
<td>1.0%+3 min</td>
<td>0.407</td>
<td>0.822</td>
<td>1.229</td>
</tr>
<tr>
<td></td>
<td>1.0%+10 min</td>
<td>0.278</td>
<td>0.562</td>
<td>0.840</td>
</tr>
<tr>
<td></td>
<td>1.0%+30 min</td>
<td>0.188</td>
<td>0.444</td>
<td>0.632</td>
</tr>
<tr>
<td></td>
<td>1.5%+3 min</td>
<td>0.387</td>
<td>0.692</td>
<td>1.079</td>
</tr>
<tr>
<td>Alloy 230</td>
<td>0.5%+3 min</td>
<td>3.580</td>
<td>0.948</td>
<td>4.528</td>
</tr>
<tr>
<td></td>
<td>1.0%+3 min</td>
<td>1.401</td>
<td>0.818</td>
<td>2.219</td>
</tr>
<tr>
<td></td>
<td>1.0%+10 min</td>
<td>1.545</td>
<td>0.677</td>
<td>2.222</td>
</tr>
<tr>
<td></td>
<td>1.0%+30 min</td>
<td>1.135</td>
<td>0.535</td>
<td>1.670</td>
</tr>
<tr>
<td></td>
<td>1.5%+3 min</td>
<td>1.541</td>
<td>0.680</td>
<td>2.221</td>
</tr>
</tbody>
</table>

5.6.2 Frequency-modified tensile hysteresis energy
The mid-life LCF test results of both materials were used to fit the cyclic strain hardening exponent $n'$ and cyclic strength coefficient $K'$ from the equation:

$$\frac{\Delta \varepsilon}{2} = \frac{\Delta \sigma}{2E} + \left( \frac{\Delta \sigma}{2K'} \right)^{\frac{1}{n'}}$$

(5.8)

Then, calculation of the tensile hysteresis energy per cycle, $\Delta U_{in}$, was done based on the following equation:

$$\Delta U_{in} = \alpha \cdot \sigma_T \cdot \Delta \varepsilon_{in}$$

(5.9)

The results from equation 5.9 were then substituted into the following equation, along with the LCF life data $N_f$ to fit the material constants $\beta$ and $C_1$:

$$\Delta U_{in} \cdot (N_f)^\beta = C_1$$

(5.10)

All the original input data, intermediate calculation results, and final fitting results are listed in Table 5.7. Afterwards, creep-fatigue data at 1% total strain range with 3, 10, and 30 minute hold times were used to calculate the material constants in the following equation:

$$\Delta U_{in} \cdot (N_f \cdot \nu^{k-1})^\beta = C_2$$

(5.11)
The results are shown in Table 5.8. The last step of creep-fatigue life estimation for the creep-fatigue tests of 0.5% total strain range with 3 minute hold times and 1.5% total strain range with 3 minute hold times involved computing \( \Delta U_{in} \) and \( \nu \) at these two conditions, and substituting them into equation 5.11 to yield the estimated creep-fatigue life \( N_{festimate} \). The comparison between the actual and estimated creep-fatigue life is included in Table 5.9. The frequency-modified tensile hysteresis energy modeling showed promising results, as the difference between the predicted and actual creep-fatigue life was less than 30%. In general, if the fatigue life predicted by a model is within a factor of two of the actual fatigue life, the model is considered to be satisfactory [4.39]. Although more creep-fatigue tests at different experimental conditions, such as temperature, strain rate, total strain range, dwell time, etc., are needed to further evaluate the frequency-modified tensile hysteresis energy method, in this study, this model showed a superior prediction accuracy for the elevated temperature creep-fatigue life of Alloy 617 and Alloy 230.

Table 5.7: Constant fitting based on mid-life LCF data for frequency-modified tensile hysteresis energy modeling

<table>
<thead>
<tr>
<th></th>
<th>Alloy 617</th>
<th></th>
<th>Alloy 230</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \varepsilon ) (%)</td>
<td>0.5</td>
<td>1.0</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>E (GPa)*</td>
<td>153</td>
<td>160.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta \sigma ) (MPa)</td>
<td>465.612</td>
<td>485.785</td>
<td>491.264</td>
<td>549.946</td>
</tr>
<tr>
<td>( \sigma_f ) (MPa)</td>
<td>230.575</td>
<td>233.812</td>
<td>237.027</td>
<td>272.232</td>
</tr>
<tr>
<td>( \Delta \varepsilon_{in} ) (%)</td>
<td>0.2592</td>
<td>0.7697</td>
<td>1.2321</td>
<td>0.2060</td>
</tr>
<tr>
<td>( \Delta U_{in} ) (MPa)</td>
<td>0.5797</td>
<td>1.7458</td>
<td>2.8328</td>
<td>0.5357</td>
</tr>
<tr>
<td>( N_f )</td>
<td>2280</td>
<td>755</td>
<td>480</td>
<td>2420</td>
</tr>
<tr>
<td>( n' )</td>
<td>0.0309</td>
<td></td>
<td>0.0469</td>
<td></td>
</tr>
<tr>
<td>( \alpha** )</td>
<td>0.9700</td>
<td></td>
<td>0.9552</td>
<td></td>
</tr>
<tr>
<td>( K' )</td>
<td>288.5604</td>
<td></td>
<td>379.9100</td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td>1.0143</td>
<td></td>
<td>1.1519</td>
<td></td>
</tr>
<tr>
<td>( C_1 )</td>
<td>1470.5168</td>
<td></td>
<td>4232.0423</td>
<td></td>
</tr>
</tbody>
</table>

\*E is the material’s Young’s modulus at 850ºC

\**\( \alpha \) is calculated as \( \alpha = 1/(1 + n') \) for both materials
Table 5.8: Constant fitting based on the mid-life data of creep-fatigue tests at 1.0% total strain range with varied strain hold times for frequency-modified tensile hysteresis energy modeling

<table>
<thead>
<tr>
<th>Hold time (min)</th>
<th>Alloy 617</th>
<th></th>
<th></th>
<th>Alloy 230</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>10</td>
<td>30</td>
<td>3</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_T$ (MPa)</td>
<td>224.869</td>
<td>221.519</td>
<td>210.199</td>
<td>256.747</td>
<td>254.528</td>
<td>251.019</td>
</tr>
<tr>
<td>$\Delta \varepsilon_{in}$ (%)</td>
<td>0.8233</td>
<td>0.8348</td>
<td>0.8394</td>
<td>0.8021</td>
<td>0.8224</td>
<td>0.8304</td>
</tr>
<tr>
<td>$\Delta U_{in}$ (MPa)</td>
<td>1.7958</td>
<td>1.7939</td>
<td>1.7116</td>
<td>1.9671</td>
<td>1.9995</td>
<td>1.9910</td>
</tr>
<tr>
<td>$N_f$</td>
<td>644</td>
<td>440</td>
<td>348</td>
<td>674</td>
<td>558</td>
<td>441</td>
</tr>
<tr>
<td>$\nu$ (1/s)</td>
<td>3.8462E-3</td>
<td>1.4706E-3</td>
<td>5.3191E-4</td>
<td>3.8462E-3</td>
<td>1.4706E-3</td>
<td>5.3191E-4</td>
</tr>
<tr>
<td>$C_2$</td>
<td>8199.172</td>
<td>13775.901</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>0.6655</td>
<td>0.7906</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.9: Comparison of the actual creep-fatigue life with the creep-fatigue life estimation from frequency-modified tensile hysteresis energy modeling

<table>
<thead>
<tr>
<th>Test condition</th>
<th>Alloy 617</th>
<th></th>
<th></th>
<th>Alloy 230</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.5%+3 min</td>
<td>1.5%+3 min</td>
<td>0.5%+3 min</td>
<td>1.5%+3 min</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \varepsilon_{in}$ (%)</td>
<td>0.3640</td>
<td>1.2963</td>
<td>0.3174</td>
<td>1.3083</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_T$ (MPa)</td>
<td>212.825</td>
<td>234.537</td>
<td>240.514</td>
<td>279.251</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta U_{in}$ (MPa)</td>
<td>0.7515</td>
<td>2.9492</td>
<td>0.7291</td>
<td>3.4897</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu$ (1/s)</td>
<td>4.5455E-3</td>
<td>3.3333E-3</td>
<td>4.5455E-3</td>
<td>3.3333E-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{f_{\text{actual}}}$</td>
<td>1380</td>
<td>332</td>
<td>2295</td>
<td>340</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{f_{\text{estimate}}}$</td>
<td>1575</td>
<td>369</td>
<td>1667</td>
<td>401</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference(%)*</td>
<td>14.1</td>
<td>11.1</td>
<td>27.4</td>
<td>17.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Difference(%) = $\frac{|N_{f_{\text{estimate}}}-N_{f_{\text{actual}}}|}{N_{f_{\text{actual}}}} \times 100\%$
5.7 Deformation Mechanisms of Creep and Fatigue

In LCF tests of both materials, as the total strain range increased, deformation would primarily occur near random HAGBs, since the test temperature was above the material’s equicohesive temperature and the strength of the GBs was lower than the strength of the grain itself [4.5, 4.65]. The appearances of LAGBs near original random HAGBs, especially at large total strain ranges, confirmed the localized deformation on random HAGBs, as illustrated in Figs. 4.103 and 4.109. In creep-fatigue tests, due to the peak tensile strain hold period, additional creep damage was introduced to both materials. In order to investigate the exact deformation mechanisms responsible for the creep damage during the strain hold period, the deformation map most relevant to the studied materials (Alloys 617 and 230) was identified, and is shown in Fig. 5.11. The deformation map was derived from a Ni-Cr-TiO2 alloy, which is a Ni-based alloy with a grain size of 200 µm that combines solution and dispersion hardening. Alloys 617 and 230 are also solid-solution strengthened, with an additional precipitation strengthening contribution. However, precipitates in Alloys 617 and 230 were coarse, and hence behaved like dispersions [5.22]. Therefore, the deformation map of Ni-Cr-TiO2 should be representative of the deformation behavior in Alloys 617 and 230. Based on the stress relaxation data from the mid-life cycle of each creep-fatigue test, the range of normalized shear stress to which the materials were subject could be calculated. This is presented as the red zone in Fig. 5.11.

During the first few seconds of the strain hold period, the stress level was high and dislocation glide-controlled flow, shown as the plasticity region in Fig. 5.11, was the main mechanism for the material deformation. As the stress relaxation continued, the stress level reduced dramatically, and then decreased relatively slowly for the remaining strain hold time. At low stress levels, the material entered the high-temperature power-law creep region in Fig. 5.11, and the main deformation mechanism was dislocation climb-controlled creep. Due to the high test temperature \((T/T\text{M}=0.7)\), at the atomic level, the dislocation climb was controlled by the diffusive motion of vacancies to or from the climbing dislocation through the lattice [5.22]. The dislocation climb-controlled creep process during the strain hold period in creep-fatigue testing encouraged dislocation bypassing of precipitate obstacles inside grains. This explains why there were fewer LAGBs pinned down by precipitates in creep-fatigue tested Alloy 230 specimens than in LCF tested Alloy 230 specimens (comparing Fig. 4.109 (b) and (d)).

Another important creep deformation mechanism is called grain boundary sliding. It is generally thought to occur by GB dislocation motion. In Fig. 5.11, there is no region corresponding to grain boundary sliding, since uncertainties exist regarding the suitable constitutive equation for this mechanism [4.5]. However, recent studies have shown that the dislocation creep field can be subdivided, with a grain boundary sliding contribution existing at the lower stress levels [4.5]. Inasmuch as the material stress level was relatively low for most of the strain dwell time, grain boundary sliding was expected to be operational during the stress relaxation period. Indeed, abundant LAGBs formed near original random HAGBs after creep-fatigue tests of Alloy 617 and 230, as seen in Figs. 4.103 and 4.109. In addition, grain boundary sliding processes must be accompanied by other deformation modes in order to maintain grain contiguity [4.5]. There are two major deformation processes that are normally affiliated with grain boundary sliding: 1) diffusional creep at high temperatures, and 2) dislocation creep, involving the glide and climb of lattice dislocations, at lower temperatures and elevated stresses [4.5]. If neither deformation processes are operable, GB decohesion would develop by the formation of a planar array of GB cavities which eventually coalesce to form GB
cracks. This should explain the occurrence of intergranular cracks inside Alloys 617 and 230 after creep-fatigue tests, as shown in Figs. 4.97 and 4.99.

Despite the similarities in the deformation mechanisms of both materials described in the previous paragraph, some differences in the distribution of LAGBs exist for Alloys 617 and 230, as shown in Figs. 4.103 and 4.109. In Alloy 230, the fraction of precipitates inside the material was higher than that in Alloy 617, based on the 3D SEM montage shown in Fig. 4.76. The major difference in alloying elements for Alloys 617 and 230, namely, Co for Alloy 617 and W for Alloy 230, might cause a relatively lower stacking fault energy in Alloy 230, since the electron vacancy number of W is much higher than that of Co, and the stacking fault energy of FCC alloys is known to decrease with increasing electron vacancy number of the alloy elements [4.57, 3.45]. Due to the large fraction of carbide precipitates and the reduced dislocation mobility in conjunction with the low stacking fault energy, for LCF tests with smaller total strain ranges, i.e.,

Fig. 5.11: Deformation mechanism map for a Ni-Cr-ThO₂ alloy. The red area corresponds to all possible stress and temperature states of Alloy 617 and 230 during the stress relaxation period (after Ref.[5.22])
0.5% and 1.0%, dislocation motion in the grain was greatly impeded by intragranular precipitates of Alloy 230, and hence many LAGBs formed as numerous small spots throughout the specimen, as seen in Fig. 4.109(b). In contrast, no apparent LAGBs were observed inside the grain at the same test conditions for Alloy 617, as shown in Fig. 4.103(b). This observation most likely occurred because, in Alloy 617, there were fewer intragranular precipitations and the greater amount of mobile dislocations could bypass the precipitate obstacle via cross-slip or climb.

For the LCF test with 1.5% total strain range, high stress levels assisted the dislocations in bypassing the precipitates, causing less LAGB spots to be observed inside the grain in Alloy 230, as demonstrated in Fig. 4.109(c). It is worth noting that, in Alloy 230, LAGBs preferred to segregate to random HAGBs of small grains rather than to large grains. Two factors might lead to this phenomenon. First, areas composed of small grains were enriched with precipitates which obstructed dislocation movement and caused local plasticity. Second, small grain regions contained more GBs than large grain regions per unit area, and since GBs were not as strong as grains when the test temperature was above the material’s equicohesive temperature, more deformation was expected to take place in the small grain region.

5.8 Influence of Material Properties on LCF and the Creep-fatigue Life

5.8.1 Precipitation

Alloy 230 had a larger volume fraction of carbide precipitates than Alloy 617 in the as-received state. These carbide precipitates in Alloy 230 also appeared to be coarser. The large fraction of precipitates was favorable in pinning down dislocation movement, and the coarse precipitate particles helped to disperse slip, so the material deformed more homogeneously [4.57]. This can be seen when comparing the LAGB distribution in Alloys 617 and 230 at the same test conditions, as shown in Figs. 4.103 and 4.109. For the LCF test with 1.5% total strain range and for most of the creep-fatigue tests, the LAGB distribution was more localized and segregated to random HAGBs in Alloy 617, while existing inside the grain or around large precipitate particles in Alloy 230. Slip dispersal can promote improved fatigue properties when the fracture is entirely transgranular [4.47]. As presented in Table 4.12, the fracture modes of Alloys 617 and 230 in LCF tests were completely transgranular, as was the crack propagation in both of these alloys in most of the creep-fatigue tests. Hence, the high precipitation volume fraction and the coarse carbide precipitates in Alloy 230 should contribute to the longer LCF and creep-fatigue life of Alloy 230 over Alloy 617.

Cellular precipitates that formed by discontinuous precipitation reactions were found in Alloy 230 after the material was exposed to the elevated temperature of 850°C. The reaction is of interest because it usually has a significant effect on the mechanical, physical, and chemical properties of many commercial alloys, and may cause such deleterious effects as significant decreases in the high-temperature ductility, rapid initiation of GB cracks, and creep cavitation [4.61]. In fact, in Alloy 230, surface crack growth along GBs with cellular precipitates was observed when tests were done at 1.5% total strain range (Fig. 4.92 and Fig. 4.98(b)), and material interior intergranular cracking on GBs with cellular precipitates was observed in creep-fatigue tests (Fig. 4.99). Nevertheless, the GB cellular structure of M_{23}C_{6} can be avoided
by appropriate heat treatment and chemistry control, with the result of further improving the mechanical properties of Alloy 230.

5.8.2 Oxidation resistance

There is clear evidence from various sources that Alloy 230 shows better oxidation resistance than Alloy 617 at elevated temperatures [5.23, 3.45, 5.24]. For LCF and creep-fatigue tests at high temperatures, time-dependent damage, such as oxidation, cannot be ignored. Existing literatures have also indicated that Alloy 617 has a higher fatigue life in inert environments (helium) than in air during high temperature LCF tests [4.53, 5.25]. Oxidation, like an increased creep component, acts to promote intergranular cracking and can have a variety of influences on the mode and rate of fatigue cracking [4.47]. As a fatigue life is consumed in crack initiation and propagation, the effect of oxidation on fatigue life can be subdivided into the effects on crack initiation and propagation. In the crack initiation stage, random HAGBs were found to be the preferential paths for oxidation due to higher diffusion rates of elements on random HAGBs. At 850ºC, for relatively shorter tests, such as LCF tests with normal or high strain rates, the oxidation on the material surface is negligible, and classic transgranular crack initiation and propagation dominates in both materials, as shown in Table 4.12. However, if GB oxidation is promoted, such as in creep-fatigue tests or LCF tests with low strain rates, fatigue cracks can readily initiate in the GB oxides since most oxides are intrinsically brittle, which leads to early intergranular crack initiation. This is exactly the case for the creep-fatigue tests with 3 minute dwell times at peak tensile strain of Alloy 617, which are also recorded in Table 4.12.

In contrast, cracks still initiated transgranularly in the more oxidation-resistant Alloy 230, even under the 3 minute dwell time creep-fatigue tests (GB embrittled due to the presence of cellular precipitates may cause intergranular crack initiation in Alloy 230 under the creep-fatigue test with 1.5% total strain range and a 3 minute strain hold time). In the crack propagation stage, the influence of oxidation on the crack growth rate depends on the relative size of the oxidation-affected zone and the fatigue damage zone in the absence of oxygen (such as fatigue tests in vacuum) per cycle. If the cyclic fatigue damage zone is larger than the oxidation-affected zone per cycle, then the crack propagation mode and rate will be relatively unchanged by oxidation and vice versa [4.47]. For the creep-fatigue test of Alloy 617 at 0.5% total strain range with a 3 minute strain dwell time, because of the low cyclic stress level in conjunction with the 0.5% total strain range, the cyclic fatigue damage zone was small, and the increment of crack growth in each cycle might be controlled by the size of the oxidation-affected zone at the crack tip. Oxygen diffusion ahead of the crack tip was the possible cause of the weakening of the GB, which lead to intergranular propagation and resulted in a faster crack growth rate and the largest reduction in fatigue life among all creep-fatigue tests of Alloy 617 [4.48].

This process may be viewed as a similar case of SCC [4.47]. For Alloy 617 under creep-fatigue tests at 1.0% or 1.5% total strain range with 3 minute dwell times, the cyclic fatigue damage dominated over the oxidation damage, and hence cracks propagated transgranularly, causing the negative impact of oxidation to be limited. For creep-fatigue tests at longer dwell times, i.e. 10 and 30 minutes, the oxidation-affected zones were larger than their counterparts at shorter dwell times because the materials had more soak time at the elevated temperature. Therefore, in the very early stages of crack growth, cracks propagated intergranularly through the first two or three grains. As cracks advanced into the material, the cyclic fatigue damage zone enlarged due to increases in the stress intensity (a function of crack
After attaining a critical crack depth, the cyclic fatigue damage surpassed the oxidation damage, which caused further growth of the cracks in directions normal to the applied stress rather than the preferential paths of oxygen diffusion, e.g. random HAGBs. This explains the occurrence of a mixed crack propagation mode in Alloy 617 during the creep-fatigue tests with 10 and 30 minute strain hold times. The same rule also applies to Alloy 230 during creep-fatigue tests. However, the oxidation-affected zone should be considerably smaller as a result of the better oxidation resistance of Alloy 230. Therefore, the crack propagation mode was transgranular for all the creep-fatigue test conditions, which may explain the better creep-fatigue performance of Alloy 230 over Alloy 617, especially in the creep-fatigue test at 0.5% total strain range with a 3 minute strain hold time and in creep-fatigue tests at 1.0% total strain range with 10 and 30 minute strain hold times.

### 5.9 Biaxial Creep Mechanism Analysis

The creep deformation of Alloy 617 and Alloy 230 shown in Figs. 4.118 and 4.121 indicates that the tertiary creep regime constitutes the major portion of the creep life for all samples tested at 900°C, which is in accord with Tung’s observations at 850°C and 950°C [5.26]. With increasing applied stress, the time duration of the secondary regime decreases. For example, in Fig. 4.122 (a)-(d), for Alloy 230, the time duration of the secondary regime decreases from a few hundred hours to a few hours with increasing applied stress. Similarly, by comparing the same stress at different temperatures, it can be seen that the time duration of the secondary regime decreases with increasing temperature. The stress exponent can be then calculated by the following equation:

$$\dot{\epsilon}_s = A \left(\frac{\sigma}{E}\right)^n \exp \left(-\frac{Q}{RT}\right)$$  \hspace{1cm} (5.12)

where $A$ is a constant, $n$ is the stress exponent, $\sigma$ is the external stress, $E$ is the elastic modulus of the material, $R$ is the gas constant, and $Q$ is the activation energy characterizing the creep process. The stress exponent for both Alloy 617 and Alloy 230 at 900°C, calculated by equation 5.12, are shown in Fig. 5.12 and Fig. 5.13, respectively.
For Alloy 617 at 900°C, the stress exponent was measured to be 3.714, indicating that a viscous glide mechanism is the rate controlling step [5.23]. From the previous work by Tung, the stress exponent \( n \) was measured to be 4.1 at 850°C and 3.3 at 950°C, so there is no significant change in the stress exponent for these two temperatures. The stress exponent analysis results show that at all three temperatures, Alloy 617 maintains similar creep mechanisms, which can be defined to be a combination of a viscous glide mechanism and a dislocation diffusion mechanism. Although the viscous glide mechanism dominates all three temperatures, the dislocation diffusion becomes more significant as the studied temperature is decreased.
For Alloy 230 at 900°C, the stress exponent was measured to be 4.666, indicating climb-controlled dislocation creep [5.27]. The stress exponent $n$ is measured to be 11.1 for 850°C and 2 for 950°C, which indicates a significant change in the creep mechanism between the two temperatures. It is believed that the high stress exponent is attributed to the disruption of dislocation motion by carbides precipitated within the material. The stress exponent dramatically decreased from 850°C to 950°C because, as the temperature rises, less carbides are precipitated, so the interaction of dislocation with carbides becomes weakened, and consequently the stress exponent decreases. With increasing temperature, the grain boundary sliding mechanism has a greater impact on the creep life, which further decreases the value of the stress exponent. Previous studies by Tung [5.26] show that grain boundary sliding is not the dominant creep mechanism at 950°C. The most likely creep mechanism is a combination of dislocation creep and grain boundary sliding. The current study confirmed that the combined creep mechanism is also dominant at 900°C, while the change in the creep mechanism occurs at 850°C, where dislocation creep becomes more significant.

Many intergranular creep fractures are observed in the SEM images of Figs. 4.120 and 4.123. These intergranular creep fractures originate at triple junctions of grain boundaries and propagate along grain boundaries perpendicular to the hoop stress along the cross section. Many intergranular voids and cavities can be found at grain boundaries, which suggests that nucleation, growth, and coalescence of intergranular creep voids and cavities are micro-mechanisms leading to creep rupture. Voids and micro cracks always form at grain boundaries, primarily due to impurity segregation to the boundaries and the interaction of grain boundary sliding with geometrical constraints. With increasing temperature and stress, it becomes much easier for the voids to form and grow. This trend will further decrease the connection parts of the grain boundary perpendicular to the hoop stress, which will then cause a further decrease in the steady state creep stage time, which is exactly in accord with the experimental results.

The creep life vs. applied stress for both alloys at all three temperatures is shown in Fig. 5.14. Observation of this figure leads to the conclusion that the creep life of Alloy 617 and Alloy 230 is similar at 950°C and 900°C, whereas Alloy 230 has better creep properties than Alloy 617 at 850°C. From Fig. 5.14, the similar slopes observed for Alloy 617 at all three temperatures further justify the assumption that a similar creep mechanism is shared, while the distinct slope for Alloy 230 at 850°C indicates a different creep mechanism from the other two studied temperatures.
5.10 Evaluation of the Empirical Relation Predicting Long-term Creep Life

The Monkman-Grant relation [5.28] provides a correlation between the steady-state creep rate and the creep rupture time, and is described as:

\[ t_r \varepsilon_{min}^a = C_0 \]  

(5.13)

where \( \alpha \) and \( C_0 \) are material constants, independent of stress and temperature. This relation has been verified for many materials, including pure metals, solid alloys, and more complicated alloy systems. Figs. 5.15 and 5.16 show creep life as a function of the minimum creep rate for Alloy 617 and Alloy 230.
From Figs. 5.15 and 5.16, it is clear that the Monkman-Grant relation provides an acceptable method for predicting the long-term creep life of Alloy 617 at the studied temperatures. However, for Alloy 230, the material constants seem to be temperature dependent. Temperatures 900°C and 950°C share one group of constants, while temperature 850°C uses another group. This phenomenon may be evidence in support of the hypothesis that the creep mechanism for
Alloy 230 is similar at 900°C and 950°C, but is different at 850°C. Tables 5.10 and 5.11 list the values of $\alpha$ and $C_0$ for Alloys 617 and 230, respectively.

Table 5.10: Constant values in the Monkman-Grant Equation of Alloy 617

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>$\alpha$</th>
<th>$C_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>900 &amp; 950</td>
<td>0.91957</td>
<td>0.00258</td>
</tr>
</tbody>
</table>

Table 5.11: Constant values in the Monkman-Grant Equation of Alloy 230

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>$\alpha$</th>
<th>$C_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>900 &amp; 950</td>
<td>1.5731</td>
<td>7.85e-8</td>
</tr>
<tr>
<td>850</td>
<td>0.6887</td>
<td>0.2575</td>
</tr>
</tbody>
</table>

5.11 Crack Closure Effects of Alloy 230

As reported in section 4.13.2, crack closure was present for both cases. Crack closure phenomena have been extensively studied beginning with Christensen, who discovered roughness-induced crack closure in 1963 [5.29]. Due to the pure mode I loading on the specimens tested in this study, roughness-induced crack closure was concluded not to be the main crack closure phenomenon. Mode II loading is typically necessary to see roughness effects. By observing the crack faces on the failed specimens, very little deviations and asperities were seen supporting the previous conclusion. Thus, other forms of crack closure had to be considered.

By first taking into account the RT and HT cases together, plasticity-induced crack closure was the most likely form of crack closure present in this study. Elber discovered this phenomenon and found that the residual plasticity stretching from the crack tip across the entire crack face provided a shielding mechanism from the remote loading [5.30, 5.31]. The DIC strain fields showed residual plasticity behind the crack tip and in shear bands extending from the crack tip. From this result it can be gleaned that plasticity-induced crack closure is present and is the dominating form of crack closure. Previously, studies have concluded that load ratio (R) effects are minimized when considering the effective stress intensity factor range [5.32]. Other studies have looked at the crystallography of single crystals and found that the effective stress intensity factor range can also be used to eliminate scatter in fatigue crack growth data [5.33]. The usefulness of taking into account crack closure is evident for removing the dependence on the loading conditions, but does not account for the differences in RT and HT fatigue crack growth rates seen in this investigation.

At high temperatures, the propagation rate of cracks can be several orders of magnitude higher than that at room temperature. This has also been shown to be true in previous fatigue crack growth studies of Haynes 230 [5.34, 4.75]. Under these conditions, the crack tip might experience creep and environmental attack. Oxidation and hold times have been shown to increase the crack growth rate of Haynes 230 at highly elevated temperatures [4.94, 4.95, 4.75]. In order to determine the effects of these high-temperature phenomena, oxide-induced crack closure must be considered in the HT case.

Although this nickel-based superalloy has excellent oxidation resistance and a high frequency was chosen in an effort to minimize environmental effects, the freshly exposed material, due to the crack growth, is still oxidized. Investigations were performed in the 1980s to
determine the effect that oxides have on fatigue crack growth in steels [5.35], copper [5.36], and nickel-based superalloys [5.37]. Ritchie, Suresh, and Moss commented that the oxide films forming at the crack tip and any fretting of this film due to the roughness-induced crack closure will increase the closure and decrease $\Delta K$ [5.38]. Although this information sheds light onto the role of crack closure on the fatigue crack growth in this study, both specimens in this current study show the same level of crack closure of about 30%. Also, an important finding in the literature is that oxide thickness needs to exceed or equal the crack tip opening displacement (CTOD) in order to have an effect. This is not the case for the crack growth condition studied here. Therefore, crack closure provides no explanation for the much faster crack growth rates in the HT case.

5.12 Slip Irreversibility of Crack of Alloy 230

The crack tip is the other area of interest for understanding the mechanics of fatigue crack growth. Dislocation interactions with the microstructure features, whether these are grain/twin boundaries or defects, control the slip irreversibility during a fatigue cycle. This occurs when dislocations interact with boundaries and a residual dislocation is left within that boundary [5.39]. Certain types of boundaries can play a significant role in increasing the resistance to fatigue crack growth and have been the focus of “grain boundary engineering.” These boundaries are typically described as low-sigma-numbered, as defined in terms of coincidence site lattice theory [5.40]. Of particular interest have been annealing twins, or $\Sigma 3$ boundaries, and studies have shown that a greater number of $\Sigma 3$ boundaries leads to increased fatigue crack growth resistance. The twin boundary acts as a barrier to slip, leading to a dislocation pile-up and a stress field that prevents dislocations from being emitted from the crack tip [5.41]. The microstructure of the Haynes 230 used in this study is described in section 3.7 and the very high amount of $\Sigma 3$ boundaries found in this nickel-based alloy contributes to its good fatigue crack growth resistance (Paris exponent of $m \approx 2$).

As seen in Fig. 4.136, Haynes 230 demonstrated planar slip. Planar slip is commonly associated with solid solution hardened nickel-based superalloys and is encouraged by the inclusion of tungsten, which reduces the stacking fault energy. This characteristic of the alloy leads to decreased slip irreversibility, which reduces the fatigue crack growth rate [5.42]. Mughrabi quantified the cyclic slip irreversibility as the ratio between the irreversible plastic shear slip and the total cumulative plastic shear slip [5.43]. This idea was the basis of the measurements made in section 4.13.3. The results concurred with Mughrabi and showed increasing fatigue crack growth rates with increasing slip irreversibility.

A relationship exists between the slip irreversibilities, crack growth rates, and temperature, as the irreversibilities and growth rates were an order of magnitude higher for the HT case than the RT case. Since the cyclic frequency was high enough to minimize creep effects, the high temperature effects on dislocation motion must be elucidated. Increasing temperature increases the cross-slip of screw dislocations and reduces the reversible slip, since they will no longer return on that glide plane [5.43]. Dislocation climb, vacancies, and the annihilation of dislocations all prevent the return of dislocations to the crack tip [5.44, 5.45]. The addition of this high temperature plastic flow has a direct influence on the slip irreversibility, and therefore directly impacts the fatigue crack growth rate. Since the first observations in 1935, it has been well established that subgrain formation occurs at high temperatures [5.46]. Since subgrains have
a slightly different orientation compared to the surrounding material, the slip planes will be realigned. This creates a discontinuity of slip [5.47]. Previous research has indicated that the presence of barriers that prohibit the reverse of slip during the unloading portion of a fatigue cycle will increase the amount of slip irreversibility [5.41]. Due to the increased amount of subgrains present at HT compared to RT, it is expected that a much higher amount of slip irreversibility will be found. These effects are evinced by the much higher fatigue crack growth rate of the HT specimens compared to the RT specimens, as shown in Fig. 4.131. This study provided quantitative, experimental evidence that slip irreversibility is able to describe the fatigue crack growth rate differences between experiments with different temperatures.
6. CONCLUSIONS

Nuclear energy is considered to be a promising energy source for the future. If technical issues pertaining to structural materials for next generation reactors can be overcome, nuclear energy can become more economic and reliable, with vast improvements in safety. Currently, material development and characterization of high-temperature materials stands as one of the leading challenges, and perhaps the most limiting factor, in the development and advancement of next generation reactors, particularly the VHTR. In this thesis work, fundamental material studies have been conducted for two of the most promising structural materials for the VHTR: Alloy 617 and Alloy 230. The objective of this work was to investigate the material performance (short-term tensile response and long-term aging development) for a high-temperature environment. In addition, this study employed an advanced measurement technique, high-energy synchrotron radiation, in order to investigate deformation processes (time-independent and time-dependent) during in-situ loading.

6.1 Alloy properties

The deformation mechanisms of Alloy 617 and Alloy 230 during tensile loading at temperatures up to 1000°C were clarified using experimentation. At temperatures from 300 to 700°C, the yield strength was found to be temperature independent as a result of additional strain hardening provided by dynamic strain aging. However, higher temperatures (>800°C) activated additional deformation mechanisms, including dislocation creep and dynamic recrystallization, leading to a significant decrease in strength at 800°C. Consequently, the fracture mechanisms changed from inclusion particle cracks at temperatures up to 700°C to triple junction cracks from 800 to 1000°C. A small number of recrystallized grains were observed in the highly strained area connected to triple junction cracks during the tensile tests completed at 800°C. Dynamic recrystallization became predominant at 1000°C. A large number of fine grains were found to recrystallize in grain boundaries and interphase grain boundaries, particularly in the inclusion-rich area in the necking part of the specimen. So, it was found that high strain, large particles, and small grains promote the formation of new grains. Additionally, EBSD analyses showed that a steady state recrystallized microstructure at 1000°C was never achieved, although the tensile strain was larger than 0.5 by the conclusion of testing.

The effect of orientation on the tensile properties of Alloy 617 was also analyzed. Lower material strengths were detected for specimens with non-zero angles of orientation with the long-transverse direction. The yield strength was found to considerably decrease once the loading direction deviated from the long-transverse direction, while the ultimate tensile strength was found to decrease with a linear trend from the long-transverse to the short-transverse direction. This mechanical anisotropy has a comparable impact on Alloy 617 for temperatures up to 1000°C. The dependency of plastic deformation on loading orientation was analyzed through several microstructural examinations. The results show that mechanical fibering, consisting of an alignment of inclusion particles and matrix crystals, is responsible for the mechanical anisotropy of Alloy 617 with varying performance across the studied temperature range. At low temperatures (<800°C), Alloy 617 did not deform homogenously as a result of microstructure gradients. The inclusion-rich area, seen as clusters from the rolling plane and bands from the transverse plane, could not be smoothly deformed, and thus the area developed high local strains under tensile load. The steep strain gradient in the short-transverse direction caused early fracture in the material, leading to a much lower tensile strength. At high temperatures (800-1000°C), the
highly strained areas caused by dislocation pileups at barriers (e.g. interphase boundaries) were subject to dynamic recrystallization. The orientation dependence of dynamic recrystallization with different dimensions and alignments of recrystallized grains results from the anisotropic spatial distribution of inclusion particles (i.e. mechanical fibering) in Alloy 617. This leads to an orientation dependence of mechanical properties at elevated temperatures.

Strain-rate sensitivity analysis for each alloy was conducted in order to approximate the long-term flow stresses. The strain-rate sensitivities for the 0.2% flow stress were found to be temperature independent \( (m \approx 0) \) at temperatures ranging from RT to 700°C due to dynamic strain aging. At elevated temperatures (800-1000°C), the strain-rate sensitivity significantly increased \( (m > 0.1) \). Compared to Alloy 617, Alloy 230 displayed higher strain-rate sensitivities at high temperatures. This leads to lower estimated long-term flow stresses. Results of this analysis have also been used to evaluate current ASME allowable design limits. According to the comparison with the estimated flow stresses, the allowable design stresses for either alloy according to ASME B&PV Code did not provide adequate degradation estimations for the long-term service life. However, rupture stresses for Alloy 617, developed in ASME code case N-47-28, can generally satisfy the safety margin estimated in the study following the strain-rate sensitivity analysis. Nevertheless, additional material development studies must be completed, since the design parameters for rupture stresses are constrained such that current VHTR conceptual designs cannot satisfy the limits.

### 6.2 Thermal aging development

The thermal degradation processes for Alloy 617 and Alloy 230 were analyzed through long-term, high-temperature aging experiments. A similar microstructure evolution characterized by particle nucleation and growth was observed in each alloy. Fine and semi-coherent M\(_{23}C_6\) precipitates nucleated in the early stage of aging and provided additional particle strengthening for each alloy. With further aging, large intergranular particles continued to grow at the expense of fine, intragranular precipitates. After long-term aging (>1000 hours), these fine precipitates had diffused and coarsened in high angle grain boundaries and interphase boundaries due to their high interfacial free energy. For the same reason, the carbide precipitates located in twin boundaries during the early stage of aging were depleted. Despite significant volume gain, most intergranular particles grown during thermal aging were found to maintain a cube-on-cube orientation with the \( \gamma \) matrix after aging for over 1000 hours.

The kinetics of microstructure development were also investigated by dimension measurements and coarsening-rate analysis of intergranular particles. At both 900 and 1000°C, most volume gain (by fraction) of intergranular particles occurred during the early stage of aging. After this early development, the growth rate decreased with time. The intergranular particle growth and associated growth rate development were controlled by the thermal aging temperature. Due to a lower equilibrium volume fraction of carbides at 900°C, particle nucleation was completed in a short period of time (<<10 hours). Hence, the following microstructural development was dominantly characterized by particle coarsening. In contrast, a mixed process incorporating particle nucleation and growth was observed in the aging process at 1000°C due to a higher equilibrium volume fraction of carbides. Additionally, heterogeneous elements (e.g. C, W, or Mo) that form the intergranular particles obtained a higher diffusibility at higher
temperatures. Therefore, larger intergranular particles were found in specimens aged at 1000°C compared to specimens aged at 900°C.

Results of mechanical tests were in good agreement with microstructure observations. Both the hardness measurements and tensile tests showed a typical aging process characterized by short-term strengthening and long-term softening. Generally, both alloys that were aged at 900°C attained higher yield and tensile strengths with a longer hardening time compared to samples aged at 1000°C. This agrees well with the completed microstructural analysis and suggests a more intense diffusion process at higher temperatures, so that precipitate hardening can only be maintained for a relatively short time period. Alloy 230 exhibited a longer effect of age-hardening compared to Alloy 617. The difference in duration of strengthening can be attributed to the diffusibility of the main heterogeneous elements in the alloys. The diffusibility of W in Alloy 230 is lower compared to Co and Mo in Alloy 617, and this results in a relatively slower process of precipitate growth. The strengthening by fine particles within the γ matrix can therefore be maintained for a longer time in Alloy 230. Material softening after long-term aging resulted in a loss of strength in specimens aged at all studied temperatures (RT to 1000°C). Analogous to the analysis on the orientation effect, the long-term aging degradation for high-temperature tensile properties was found to be comparable to the degradation for low-temperatures properties.

During thermal aging of Alloy 617 and Alloy 230, no significant changes in grain boundary character distribution or grain size distribution were observed in either alloy. The exceptional thermal stability for both alloys is partially attributed to “Zener pinning” by large intrinsic carbides and age-coarsened intergranular particles. These particles inhibit the grain boundary migration and impede grain growth during aging. Hence, grain boundary character is preserved. In addition, even though σ phase is predicted from the calculated equilibrium phase diagram, this phase is not observed during the aging experiment. This finding agrees with all previous experimental studies and suggests that TCP phases will not be a significant threat for both alloys.

### 6.3 Synchrotron radiation study

With recent developments in synchrotron radiation techniques, various fundamental materials questions that have been difficult to answer using traditional destructive examinations have received solutions, in some cases by using a single X-ray exposure. However, nuclear material research is a relatively new area to implement synchrotron radiation study. In this work, high-energy synchrotron X-ray diffraction was applied to study the tensile response of Alloy 230. The lattice strain response for reflections from the γ matrix was found to be nearly linear with the external applied stress. Thus, the lattices strain/internal stress conversion becomes straightforward based on the elastic, self-consistent Kröner’s method. The γ matrix of Alloy 230 in both the long- and short-transverse directions experienced a similar process of lattice strain development during tensile loading, although the short-transverse specimen possesses a shorter elongation due to an early failure. The Bauschinger effect seen in Alloy 230 specimens can be measured from the difference in residual stresses, which agrees well with results of mechanical testing.

Due to the large particle size and small volume fractions, M6C carbides in Alloy 230 have a limited loading capacity. By increasing the external applied stress in the long-transverse specimen, the lattice stain of the carbide decreases as a result of the continued fracture process.
observed during plastic deformation in the material. The maximum internal stress of the particle was achieved during early yielding of the material and can be defined as the critical fracture stress for the M₆C type carbide in Alloy 230. This critical value was found to be ~1344 MPa corresponding to a lattice strain of ~0.0047. The analysis on the short-transverse specimen further confirms this conclusion and suggests that the critical fracture stress is independent of loading orientation.

In addition to tensile experiments, a unique analysis technique was developed in this work to characterize the in-situ deformation response of pressurized creep tubes at elevated temperatures. The technique allows the macroscopic creep strain and the microstructural development to be measured simultaneously during a single X-ray exposure. A typical creep curve with identifiable secondary and tertiary creep response was obtained by analyzing the X-ray diffraction patterns. Additionally, in-situ observations of the development of dislocation structures and lattice strain during deformation make it possible to track the development of creep void nucleation, growth, and coalescence. This technique, which uses a combination of pressurized creep tubes and high-energy synchrotron X-rays, can be used with small angle X-ray scattering (SAXS) to more directly observe the initiation of plasticity-induced void formation. Finally, it should be noted that the specimen configuration in the present study simulates the heat transport and exchange tubing and piping in the VHTR system. This study paves the way for using synchrotron X-ray diffraction as a non-destructive method to investigate components in practical engineering applications.

### 6.4 Creep-fatigue behavior

To investigate the major damage mechanism for materials used in the VHTR, LCF and creep-fatigue tests of Alloy 617 and Alloy 230 were conducted in this study. Two creep-fatigue life prediction methods, linear damage summation and frequency-modified tensile hysteresis energy modeling, were evaluated. In addition, various microanalysis techniques were used to study the differences in the damage mechanisms of Alloy 617 and Alloy 230 under LCF and creep-fatigue tests. The results of the experiments and analysis lead to the following conclusions:

1. Under all LCF test conditions, Alloy 230 performed slightly better than Alloy 617.
2. Compared to the LCF results, the cycles to failure for both materials was reduced under creep-fatigue test conditions. Again, Alloy 230 exhibited a longer creep-fatigue life than Alloy 617, especially for the creep-fatigue tests with the smallest total strain range, i.e. 0.5%, and longer dwell times, i.e. 10 and 30 minutes at 1.0% total strain range. It was also found that longer hold times at the maximum tensile strain would cause a further reduction in the creep-fatigue lives of both materials.
3. The linear damage summation failure criterion could predict the creep-fatigue life of Alloy 617 for limited test conditions, but considerably underestimated the creep-fatigue life of Alloy 230. In contrast, frequency-modified tensile hysteresis energy modeling showed promising results, as the difference between the predicted and actual creep-fatigue life of Alloy 617 and Alloy 230 was less than 30%.
4. Comparing the crack initiation and propagation mode of Alloy 617 and Alloy 230 under LCF and creep-fatigue tests reveals that creep-fatigue test conditions tended to transform the transgranular cracking mode observed in LCF tests to the intergranular cracking mode, especially for the creep-fatigue tests with longer dwell times at peak tensile strain. Moreover,
Alloy 230 demonstrated better resistance to intergranular cracking than Alloy 617 under the creep-fatigue deformation. For both materials, additional creep damage in creep-fatigue testing was also manifested by material interior intergranular cracking orientated at an angle of 45 degrees to the axial stress or perpendicular to the axial stress.

5. Because the test temperature (850ºC) was higher than both the materials’ equicohesive temperatures, the strength of the grain boundaries was lower than the strength of the grains. Therefore, during the LCF tests, the deformation tended to concentrate in the original random high angle grain boundary region, especially for the higher total strain range LCF tests and for Alloy 617. The localized deformation near random high angle grain boundaries was enhanced for both materials during creep-fatigue tests due to the additional creep deformation and grain boundary sliding process incurred at the strain hold period.

6. The largest fatigue life reduction was observed in the creep-fatigue test of Alloy 617 at 0.5% total strain range with a 3 minute dwell time at maximum tensile strain. Similar to the case of SCC, oxidation-assisted crack propagation along grain boundaries promoted intergranular cracking of Alloy 617 and resulted in a faster crack growth rate at the above test condition.

7. Based on SEM and EBSD analysis, although there are many similarities between the microstructures of Alloy 617 and Alloy 230, the higher volume fraction of carbide precipitates and better oxidation resistance of Alloy 230 contributed to its dominance in LCF and creep-fatigue life over Alloy 617.

8. Grain boundary cellular precipitation, formed by a discontinuous precipitation reaction in Alloy 230, might have a deleterious effect on the LCF and creep-fatigue properties of Alloy 230, and can be avoided by appropriate heat treatment and chemistry control to further improve the mechanical properties of Alloy 230.

6.5 Biaxial creep behavior

Biaxial thermal creep deformation studies using pressurized creep tube technology were carried out at 900°C. Based on the results of the experiments, creep modeling was conducted to predict creep behavior at different temperatures and stresses. Creep mechanisms were analyzed at 900°C in order to compare the results with the results of the tests performed at 950°C and 850°C. The conclusions are as follows:

1. The creep curves of both Alloy 617 and Alloy 230 show three distinct regimes: the primary, secondary, and tertiary regimes. The tertiary regime constitutes the major portion of the creep life. With increasing temperature and stress, the scope of the secondary regime decreases.

2. The equation \( \varepsilon = A \sigma \cosh^{-1}(1 + rt) + P \sigma^n t^m \) was used to simulate creep strain development for both alloys at temperatures of 850, 900, and 950°C. The simulation results reasonably agree with the experimental results at the medium stress level, but overestimate at low stress levels and underestimate at high stress levels. The FEM simulation provides a better simulation result.

3. Similar creep mechanisms were found at 850, 900, and 950°C for Alloy 617. In contrast, the creep mechanism for Alloy 230 at 850°C is different from the ones at 900 and 950°C. Both Alloy 617 and Alloy 230 have similar creep rupture lives at 900 and 950°C, while Alloy 230 has a longer creep life compared to Alloy 617 at 850°C.

4. The Monkman-Grant relation provides an acceptable method for predicting the long-term creep life of Alloy 617. However, the material constants for Alloy 230 seem to be
temperature-dependent. This can be attributed to the dramatic creep mechanism change at 850°C.

6.6 Fatigue crack growth

The fatigue crack growth of Haynes 230 was studied at room temperature (RT) and high temperature (HT). Analysis focused on the significance of any crack closure and the crack tip slip irreversibility and how these two phenomena are related to the crack growth rates. The conclusions are as follows:
1. The material showed good fatigue crack growth resistance both in the RT and HT tests ($m \approx 2$), although the HT fatigue crack grew at an appreciably faster rate. The role of microstructure is manifested through the irreversibility of slip at the crack tip.
2. Crack closure levels of approximately 30% of the load were determined at both test temperatures. Plasticity-induced crack closure was the main form of crack closure present, and oxide-induced crack closure was not a significant factor in the HT case.
3. Slip irreversibility was quantitatively measured as the difference in accumulated strain per cycle at the crack tip, and it was over an order of magnitude higher in the HT case than the RT case.
4. Dislocations emitted at the crack tip were influenced by high temperature effects, as reflected in the slip irreversibility measurements. Quantitative measurements of slip irreversibility were found to be an accurate method for distinguishing the differences between the crack growth rates at HT and RT.

6.7 Corrosion resistance

We show that there is a correlation between transpassive current density and observation of surface Cr species in the Raman spectra. Delayed transpassive dissolution is associated with early onset of Cr(VI) species in spectra. The difference between transpassive current densities from Alloy 617 and Alloy 230 suggests that the two alloys have different corrosion susceptibilities, and indeed Alloy 230 is more corrosion resistant. In both alloys, heat treatment resulted in a delayed onset of the transpassive region, likely because the heat treatment causes more oxophilic elements to become available to the surface. An increase in the relative intensity of the mixed oxide phase occurs with heat treatment [3.18].

Finally, we examined reasons that heat-treated Alloy 230 and Alloy 617 exhibit greater corrosion resistance relative to the as-received materials. The XPS measurements show that oxidation is associated with an increased Cr content at the surface and speciation of the Cr to form protective oxides, a process that is well-known to increase the passivity of electrode surfaces [3.20, 3.21, 3.22, 3.23, 3.24, 3.25]. It is also understood that the average grain size grows and the distribution of sizes increases after heating in a furnace [5.39], thus leading to the presence of fewer reactive grain boundaries. There are other possible contributory factors to increased corrosion resistance with the heat treated materials. Al$_2$O$_3$ is known to form as a consequence of internal oxidation [5.39, 5.40]; this Al$_2$O$_3$ might contribute to increased corrosion resistance. Formation of a surface layer of MnCr$_2$O$_4$ (spinel) imparts Alloy 230 with better corrosion resistance than Alloy 617 (as Alloy 230 contains twice as much Mn) at 900°C; however, both undergo spallation and volatilization of the Cr$_2$O$_3$ layer at 1100°C [5.40]. A study
involving surface segregation in Haynes 230 showed that while S, P, and Si remained at the surface at 875°C, no change in Ni or Cr content was observed [5.42].

Interestingly we found less intense Cr signals in the Raman spectra from the 1000°C annealed sample, which might be due the formation of volatile CrO$_3$ from Cr$_2$O$_3$ at temperatures above 950°C [5.39]. We note, however, that a decrease in Cr content following electrochemical oxidation was not observed in the XPS.
APPENDIX A: Stress Strain Diagrams for Alloy 617 and Alloy 230

The engineering strain-stress diagrams for Alloy 617 testing at three strain rates and various temperatures are given in Figs. A.1 through A.10.
The engineering strain-stress diagrams for Alloy 230 testing at three strain rates and various temperatures are given in Figs. A.11 through A.20.
APPENDIX B: Least Squares Anisotropic Regression

The least squares anisotropic regression used during this study utilized the vertical DIC displacements to find the effective stress intensity factors. This is an ideal analysis technique since it is directly based on the experimental data. Crack closure effects were inherently included in the analysis since the crack opening displacements were influenced by any crack closure phenomena present. Only the vertical displacements were used since the crack only opened in the tensile, mode I manner.

The vertical displacements as a function of the mode I stress intensity factor, $K_1$, T-stress, and rigid body motion for plane stress are:

$$v = \frac{K_1}{\mu} \left[ \frac{r}{\sqrt{2\pi}} \sin \left( \frac{\theta}{2} \right) \frac{1}{2} \left( 3 - \nu \right) \frac{1}{1 + \nu} \right] + 1 - \cos \left( \frac{\theta}{2} \right) \frac{1}{2} \frac{1 + \nu}{1 + \nu} Tr \sin(\theta) + Ar \cos(\theta) + B$$

where $A$ is the rigid body rotation coefficient, $B$ is the rigid body translation coefficient, $T$ is the T-stress term, $r$ is the distance from the crack tip, $\theta$ is the angle from the crack line ahead of the tip, $\nu$ is Poisson's ratio, and $\mu$ is the shear modulus. Thousands of vertical displacements $v$, for each level of the load, were known from the DIC correlations at their specific locations given by $r$ and $\theta$. The shear modulus and Poisson's ratio were obtained for the material at each temperature. A least squares regression was then employed to find the four unknowns ($K_1$, $T$, $A$, and $B$). Details of a similar least squares approach are given in McNeill et al. [6.1].
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