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EXECUTIVE SUMMARY

Radiation resistance of austenitic alloy 709 (named as A709) and ferritic-martensitic steel Grade 92 (G92) were investigated in this project using 316H and Grade 91 (G91) as references, respectively. In the meantime, a model 709 (M709) alloy (Fe-20Cr-24Ni) was prepared to study the matrix response to irradiation. Samples machined from the tab section of three creep-ruptured A709 samples, i.e., 17,106 h at 600 °C, 12,014 h at 650 °C, and 16,448 h at 700 °C, were included in this work to evaluate radiation effect on the long-term “thermally aged” samples. Primarily Fe$^{2+}$ ion irradiation was conducted at 350, 600 and 670 °C for up to 75 displacements per atom (dpa), together with a few proton irradiation experiments at 380–670 °C for up to 1.5 dpa. Additionally, four neutron-irradiated NF709 samples (3.22–8 dpa at ~430–469 °C) were examined. The samples were examined by transmission electron microscopy (TEM), scanning electron microscopy (SEM) and energy dispersive x-ray spectroscopy (EDS) for microstructures and nanoindentation for radiation-hardening.

Unlike the negligible hardening after irradiation at 670 °C, irradiation to nominal 2.5–50 dpa at 350 °C resulted in radiation-hardening of 13.5±5.4 % for A709, which was comparable to that of 13.4±6.2 % for M709 and moderately lower than that of 20.1±5.6 % for 316H. The radiation-hardening induced by the same irradiation condition to the “thermally aged” samples was comparable to A709, which were hardened by 15.0±8.2 %, 13.5±6.0 %, and 10.1±6.1 % for the 600, 650, and 700 °C aged samples, respectively. The radiation-hardening of A709 is significantly lower than that (~94±9 %) of neutron-irradiated NF709 to 8 dpa at ~430 °C.

Microstructural characterization indicated dislocation loops, type 1/3<111>, in 316H and A709 after irradiation at 350 °C. The loop size and density in A709 were slightly smaller than that in 316H, e.g., 14.2±0.6 nm with 5.2×10$^{22}$ m$^{-3}$ in A709 vs. 15±1 nm with 8.3×10$^{22}$ m$^{-3}$ in 316H after 50 dpa. However, only line dislocations were developed in the samples irradiated at 600–670 °C. A small amount (~2.8×10$^{12}$ m$^{-3}$) of Nb(CN) precipitates in a size of ~72 nm were observed in the as-received A709, which were reduced to ~1.6×10$^{12}$ m$^{-3}$ with a larger size of ~90 nm after irradiation to 50 dpa at 350 °C. A new type of precipitates CrNbN (Z-phase) in ~10 nm was introduced by the rastered beam irradiation to 50 dpa at 670 °C but not by the defocused beam irradiation to 75 dpa at 600 °C. Additionally, some (CrMo)$_2$C$_y$ type precipitates were observed in both the high-temperature irradiated A709 samples, which is believed to be the precursor of M$_{23}$C$_6$. In contrast, a significant amount of multiple types precipitates was identified in 600–700°C aged A709 samples, e.g., (CrMo)$_{23}$C$_6$, (CrMo)$_3$Ni$_2$Si, Nb(CN), CrNbN, and Ni/Si-rich particles. Large (CrMo)$_{23}$C$_6$ and (CrMo)$_3$Ni$_2$Si particles, in ~1 µm, grew along grain boundaries, which covered ~53 %
and ~42% grain boundary length, respectively, leaving only ~5% of bare grain boundaries. The 670 °C irradiation did not result in noticeable changes to the thermal-induced precipitates, except for further Cr enrichment in (CrMo)₂₃C₆ and (CrMo)₃Ni₂Si. Other than dislocations and precipitates, radiation-induced segregation was also characterized and exhibited a consistent trend with general austenitic alloys. The 670 °C irradiation resulted in significant void swelling in M709 but not in the other alloys. Compared to the Fe²⁺-irradiated A709 to 50 dpa at 350 °C, the neutron-irradiated NF709 to 8 dpa at ~430 °C exhibited smaller loops of 9±5 nm with a higher density of (1.2±0.1)×10²³ m⁻³, introduced a noticeable amount of tiny voids in ~1 nm with a density of (9±3)×10²² m⁻³ and Cr₂₃C₆ particles with retained Nb(CN). The large number of voids and slightly more loops would contribute a large fraction of hardening in the neutron-irradiated NF709 but would not increase the hardening to ~94±9% of NF709 from 13.5±5.4% of A709. The irradiation temperature and other factors should have play important roles.

In contrast to the austenitic alloys, the radiation-hardening under the same irradiation condition for G91 and G92 did not saturate up to 50 dpa. G91 generally exhibited slightly higher radiation-hardening than G92, e.g., 32.6±5.1% vs. 27.8±5.5% after 50 dpa at 350 °C, which has the same trend as the neutron-irradiated counterparts at 469 °C (1). The same types of precipitates such as M₂₃C₆ [M=Cr/Mo/V/(W)] and MX (M=V/Nb, X=C/N) were observed in the as-received G91 and G92. Amorphization occurred in M₂₃C₆ after irradiation to > ~40 dpa at 350 °C. Compared to G91, larger dislocation loops with a lower density were observed in G92 after the irradiation at 350 °C. The dislocation loops were identified to be primarily ⟨100⟩ type, but G92 has more ½⟨111⟩ loops than G91, which are generally consistent with the neutron-irradiated counterparts at 469 °C (1). The loops acted as the primary cause of radiation-hardening. The lower loop density and more glissile ½⟨111⟩ loops in G92 benefited its lower hardening compared to G91.

To understand the irradiation-induced hardening, atomistic simulations of nano-indentation processes were carried out and the results were compared with the experimental results. Molecular dynamics simulations and experimental microstructural analysis correlated the anisotropic nanoindentation-creep behavior with the different dislocation substructures formed during indentation, which resulted from the dislocation reactions of certain active slip systems that are determined by the indented grain orientations. In addition, the interactions between irradiation induced displacement cascades and dislocations are investigated as an additional hardening mechanism different from the conventional radiation-induced hardening (RIH) models.

It is found that the displacement cascades in systems containing dislocations tend to generate more total defects compared with bulk systems, but eventually lead to less surviving defects in the material’s matrix due to interactions with dislocations. The changes in atomic structures of the dislocations after interacting
with cascades are analyzed to understand how the primary damage affects dislocations and the mechanical property of the irradiated materials.

Modeling efforts towards understanding the fundamental interactions between point defects and dislocations were conducted to understand the microstructural evolution of the irradiated materials. The interaction between dislocations and point defects is crucial for many physical properties and phenomena in materials, such as dislocation bias and void swelling, creep, and impurity segregation around dislocations. Conventional dislocation-point defect interaction models use approximations based on elasticity theory and/or based on assumptions that transition states energies can be deduced from the binding energies of the defects. In this study, we employed the transport properties of point defects near dislocations based on the actual saddle point configuration of vacancies and self-interstitial atoms as a function of position with respect to screw and edge dislocations in a model system (bcc iron) using the self-evolving atomistic kinetic Monte Carlo method. These simulations reveal defect dynamics near dislocations are highly anisotropic and correlated, particularly for dumbbells in the compressive field of the edge dislocation, which could result in zones near dislocation cores where dumbbells are less efficiently absorbed compared with vacancies. These modelling efforts provides fundamental insights that are essential for understanding microstructural evolution and mechanical properties of metallic materials.

In summary, A709 had less radiation-hardening than 316H. The noticeable discrepancy in radiation-hardening between the ion-irradiated A709 and neutron-irradiated NF709 needs further justification. Unlike 316H does not have precipitates (prior-to or after irradiation), A709 experienced noticeable evolutions of precipitates induced by ion irradiation and thermal aging. For example, the density of the pre-existing Nb(CN) precipitates was reduced with enlarged particle sizes after irradiation. Thermal aging at 600–700 °C resulted in ~95% coverage of grain boundaries by coarse precipitates of (CrMo)$_2$C$_6$ and (CrMo)$_3$Ni$_2$Si, which were further enriched by Cr after irradiation. Such a high grain boundary coverage would deteriorate the ductility (e.g., creep rupture ductility) and toughness of A709. G92 exhibited slightly lower radiation-hardening than G91, which is consistent with the trend of neutron-irradiated counterparts and is attributable to the different dislocation loops.
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I. BACKGROUND

Grade 92 and Alloy 709 are being developed as candidate alloys for the Sodium-cooled Fast Reactor (SFR). Grade 92 has a tempered martensitic microstructure, and is composed of a high density of lath boundaries and dislocations that are usually pinned by Cr-rich M$_{23}$C$_6$ and vanadium nitride nanoprecipitates. In contrast, Alloy 709 is composed of large equiaxial grains (50-100 µm) with some scattered nitrides and carbides, similar to conventional austenitic stainless steels. Both materials have shown satisfactory or superior performance in regards to a variety of mechanical properties and liquid sodium compatibility as compared to reference steels, Grade 91 and type 316 stainless steel. However, knowledge of their radiation resistance is very limited. The only neutron irradiation experiment of NF616 (Nippon steel trademark of Grade 92) carried out at 300°C reported less hardening but a higher ductile-brittle transition temperature (DBTT) shift than Grade 91 steel (2). No microstructural information correlating these mechanical property changes to radiation-induced changes was reported. In situ 1 MeV Kr ion irradiation in Grade 92 at 200°C showed a defect cluster density increase with dose saturating at ~6 displacement per atom (dpa) (3). The size of the clusters was generally independent of irradiation dose. The cluster evolution is consistent with the 2 MeV proton irradiated NF616 at 500°C (4). Unlike the 200°C Kr ion irradiation, the 500°C proton irradiation generated TEM resolvable dislocation loops with size increasing up to 2 dpa and reaching saturation at 3 dpa while loop density increased monotonically with dose (4). On the other hand, reports on neutron radiation resistance of Alloy 709 are not publicly available. The preliminary neutron irradiation experiment on Nb-stabilized Fe-20Cr-25Ni (similar to Alloy 709) at 500–850°C with a flux of approximately 5.0×10^{12} neutrons/cm$^2$/s fast (≥2.9 MeV) and 6.0×10^{13} neutrons/cm$^2$/s thermal showed only a small effect on rupture stress, but strong reductions in ductility with a minimum at ~650°C (5). Proton irradiation (3.2 MeV) of a model alloy Fe-20Cr-24Ni at 400°C exhibited radiation-induced segregation (RIS) with Cr depletion at grain boundaries, which rapidly approached steady state within ~0.5 dpa whereas saturation was not achieved at 3 dpa for 304L (6). The RIS in the proton-irradiated model alloy was also observed to be temperature dependent with peak RIS at 500°C, but very little RIS was observed below 300°C and above 700°C (7).

II. NEUTRON IRRADIATION

NF709 is a commercial grade of Alloy 709, which was developed and marketed by Nippon Steel. Neutron irradiation results of NF709 type of steel is scarce, except for limited results of simple Nb/Ti-stabilized 20Cr–25Ni alloys that exhibited radiation-induced (Ni,Si)-rich and (Ni,Nb,Si)-rich precipitates after irradiation at 360–480 °C and 440–640 °C, respectively (8), and radiation embrittlement at ~ 650 °C during
tests at 550–900 °C \((9, 10)\). To test the advanced austenitic stainless steel, NF709 was included in the University of Wisconsin Pilot Irradiation Project using the Advanced Test Reactor (ATR). The composition of the NF709 material is listed in Table II-1. The material was received from Oak Ridge National Laboratory, which was supplied by Nippon Steel and received hot-rolling to a 12.7 mm thick plate, followed by annealing in air at 1107 °C for 20 min and water quenching at Oak Ridge National Laboratory.

Table II-1. Composition of NF709 in weight percent (wt%).

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>C</th>
<th>N</th>
<th>Si</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Mn</th>
<th>Ni</th>
<th>Nb</th>
<th>Mo</th>
<th>Ti</th>
<th>Cu</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reported</td>
<td>0.0047</td>
<td>0.078</td>
<td>0.102</td>
<td>0.47</td>
<td>0.016</td>
<td>0.0001</td>
<td>20.41</td>
<td>0.99</td>
<td>26.0</td>
<td>0.34</td>
<td>1.50</td>
<td>-</td>
<td>-</td>
<td>(11)</td>
</tr>
<tr>
<td>Re-analyzed</td>
<td>0.0014</td>
<td>0.076</td>
<td>0.11</td>
<td>0.42</td>
<td>0.016</td>
<td>0.0001</td>
<td>20.50</td>
<td>0.76</td>
<td>25.7</td>
<td>0.32</td>
<td>1.52</td>
<td>0.033</td>
<td>0.365</td>
<td>(12)</td>
</tr>
</tbody>
</table>

Discs of NF709 in 3 mm diameter and ~0.2 mm thickness were irradiated in ATR. Two proposals were awarded for post-irradiation examination of the irradiated samples under the Nuclear Scientific User Facility – Rapid Turnaround Examination (NSUF-RTE) program. The first NSUF-RTE 17-728 realized that the so-called NF709 samples were actually alloy D9. Therefore, the second NSUF-RTE 17-1014 was pursued to analyze the so-called D9 samples, which turned out to be NF709 samples. The examined irradiation conditions of the NF709 samples are listed in Table II-2.

Table II-2. Examined ATR-irradiated NF709 samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>(T_{\text{Target}}) (°C)</th>
<th>(D_{\text{Target}}) (dpa)</th>
<th>(T_{\text{As-run}}) (°C)</th>
<th>(D_{\text{Deduced}}) (dpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3</td>
<td>400</td>
<td>3</td>
<td>450</td>
<td>3.22</td>
</tr>
<tr>
<td>L4</td>
<td>400</td>
<td>6</td>
<td>447.5</td>
<td>4.93</td>
</tr>
<tr>
<td>L5</td>
<td>500</td>
<td>3</td>
<td>469</td>
<td>4.45</td>
</tr>
<tr>
<td>L6</td>
<td>500</td>
<td>6</td>
<td>429.5</td>
<td>8</td>
</tr>
</tbody>
</table>

**II-1 Experiments**

The samples were flash-polished for focused ion beam (FIB) lamellae lift-out and nanoindentation measurements. Conventional transmission electron microscopy (CTEM) was conducted on the FIB lamellae using different imaging techniques to characterize dislocation loops, voids, and precipitates. A Hysitron TI 950 nanoindenter was employed to conduct nanoindentation measurements at room
temperature using a Berkovich tip. To minimize the influence from the surface condition, the indentation depth was controlled to be \(~500\) nm through a maximum force of \(40\) mN. The loading rate was \(0.05\) mN/s, consistent with our previous studies on similar materials \((13)\). The hardness and elastic modulus were calculated using the method described by Oliver and Pharr \((14)\).

**II-2 Results**

The FIB-integrated secondary electron detector and energy dispersive x-ray spectroscopy (EDS) were used to characterize the samples. Fig. II-1 shows an example using the sample L4. The secondary electron image shows the grains with many twin boundaries. The EDS spectrum yielded a quantitative result of \(49.80\text{Fe-21.22\text{Cr-25.45Ni-1.69Mo-0.99Nb-0.85Si}}\), which approximately consistent the alloy chemistry as presented in Table II-1.

![Fig. II-1. Secondary electron image and representative EDS spectrum of the sample L4.](image)

Fig. II-1 shows the distributions of radiation-induced dislocation loops under different radiation conditions. In the dark-field (DF) images, the dislocation loops are observed as bright short lines near their edge-on orientation at the rel-rod condition using the \(\{311\}\) two-beam condition near \(<011>\) zone axis \((15)\). Considering that approximately one-fourth of the loops are in contrast at one of the rel-rod conditions \((15)\), the density of loops in the NF709 material under the irradiation conditions of this study is quite considerable. The loop size and density are comparable for the four samples, with size nearly \(10\) nm and density close to the order of \(10^{23}\text{ m}^{-3}\).
Radiation-induced void formation was observed and analyzed by means of bright-field (BF) imaging at different focuses. The voids have bright and dark contracts in the underfocus and overfocus conditions, respectively. The presence of voids can thus be identified by comparing an underfocus micrograph, and an overfocus micrograph of the same region side by side. Fig. II-3 shows BF images of the four samples at a high magnification with a underfocus of −500 nm, where all the voids have a bright contract. Some of the voids are pointed out by the white arrows in Fig. II-3. While the samples L3, L4, and L6 show comparable void sizes, some of the voids in the sample L5 are significantly larger.
Fig. II-3. BF TEM images obtained at ~500 nm underfocus condition, showing voids in the (a) L3, (b) L4, (c) L5 and (d) L6 samples. The white arrows mark some of the voids.

By analyzing several micrographs for each sample, statistics of the void size and density was calculated. The void size and number density are quite consistent being around 1 nm and $1 \times 10^{21}$ m$^{-3}$, respectively, for all the four samples. The void swelling as a function of radiation dose and temperature for the four samples is plotted in Fig. II-4a and II-4b, respectively. Although the sample L6 was irradiated at ~ 20 °C lower than the samples L3 and L4, it observed more swelling due to the higher level of radiation damage. It is well-known that low temperatures reduce defect mobility and thus limit void growth (16). Meanwhile, higher irradiation dose produced more defects for void growth (16)(17). Apparently, the higher irradiation temperature of 469 °C for the sample L5 enhanced its void swelling. As shown in Fig. II-3c, the voids larger than 2 nm in diameter are scattered in the sample L5, contributing significantly to its swelling. The void growth kinetics is more temperature-sensitive at 469 °C than that in the temperature range of ~430 – 450 °C.
Fig. II-4. Void swelling as a function of (a) neutron dose and (b) irradiation temperature for the four ATR-irradiation NF709 samples.

Fig. II-5 shows some particles observed in the irradiated samples. The particles, having a diameter of ~80 nm, were observed in all of the samples with different irradiation conditions. The number density of the particles is on the order of $10^{19} \text{ m}^{-3}$ regardless of the irradiation conditions. The chemical composition of the particles was characterized using EDS, which indicates that the particles are Nb(C, N). Together with the converged-beam electron diffraction (CBED) pattern shown in Fig. II-5a inset, it is suggested that the particles have a face-centered cubic crystal structure with a lattice parameter of 0.441 nm.

Fig. II-5. (a) A BF image showing the particles observed in the irradiated samples with their CBED pattern as the inset. (b) A composition profile of a precipitate obtained using EDS line scan.
Other than Nb(C, N) type MX matrix precipitates, grain boundary precipitates in different forms were also observed in the irradiated samples as shown in Fig. II-6. Some of the precipitates observed in the L3 sample look like a thin film at grain boundaries, as shown in Fig. II-6a. Whereas the precipitates formed in the L5 samples have a globular morphology, as shown in Fig. II6b-c on the grain boundary and at a triple junction, respectively. Although not shown in Fig. II-6, such precipitates were also observed at grain boundaries in the L4 and L6 samples. The grain boundary precipitates were characterized to be Cr$_{23}$C$_6$ type carbides according to their selected-area electron diffraction patterns. The varied morphologies of the grain boundary Cr$_{23}$C$_6$ particles are believed to be governed by the grain boundary types that have different lattice mismatches with Cr$_{23}$C$_6$.

Fig. II-6. Grain boundary carbides, marked by white arrows, in (a) L3, and (b-c) L5 samples

Table II-3 summarizes the hardness and elastic modulus of the neutron-irradiated samples measured using nanoindentation, together with the statistical results of the voids and dislocation loops characterized in the four samples. The non-irradiated NF709 was reported to have a hardness (H) of 2.94 ± 0.14 GPa and elastic modulus (E) of 197.8 ± 6.6 GPa (12). Comparing to the non-irradiated results of NF709, the radiation-hardening (ΔH/H) and changes in elastic modulus (ΔE/E) of the irradiated samples are included in Table II-3. Fig. II-7 plots the radiation-hardening and changes in modulus as a function of irradiation dose and temperature of the four samples. It clearly shows that radiation-hardening increased with higher dose and lower temperature. However, the dose or temperature dependence of the changes in modulus is not evident. Each data point in Table II-3 and Fig. II-7 is the mean value of at least 20 tests with the uncertainty representing the standard deviation.
Table II-3. Summary of the hardness, elastic modulus, voids and dislocation loops of all the four ATR-irradiated NF709 samples.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>L3</th>
<th>L4</th>
<th>L5</th>
<th>L6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>450</td>
<td>447.5</td>
<td>469</td>
<td>429.5</td>
</tr>
<tr>
<td>Dose (dpa)</td>
<td>3.22</td>
<td>4.93</td>
<td>4.45</td>
<td>8</td>
</tr>
<tr>
<td>Mechanical properties</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H (GPa)</td>
<td>4.3 ± 0.5</td>
<td>4.7 ± 0.3</td>
<td>4.4 ± 0.4</td>
<td>5.7 ± 0.5</td>
</tr>
<tr>
<td>E (GPa)</td>
<td>210 ± 10</td>
<td>220 ± 10</td>
<td>190 ± 10</td>
<td>180 ± 10</td>
</tr>
<tr>
<td>ΔH/H (%)</td>
<td>46 ± 6</td>
<td>60 ± 5</td>
<td>50 ± 5</td>
<td>94 ± 9</td>
</tr>
<tr>
<td>ΔE/E (%)</td>
<td>6.1 ± 0.4</td>
<td>11.2 ± 0.6</td>
<td>(3.9 ± 0.2)</td>
<td>(9.0 ± 0.6)</td>
</tr>
<tr>
<td>Voids</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter (nm)</td>
<td>0.9 ± 0.2</td>
<td>0.7 ± 0.2</td>
<td>1.4 ± 0.7</td>
<td>1.0 ± 0.3</td>
</tr>
<tr>
<td>Density (× 10^{22} /m^3)</td>
<td>9 ± 1</td>
<td>14 ± 7</td>
<td>9 ± 3</td>
<td>9 ± 3</td>
</tr>
<tr>
<td>Swelling (%)</td>
<td>0.004 ± 0.002</td>
<td>0.003 ± 0.002</td>
<td>0.02 ± 0.01</td>
<td>0.007 ± 0.005</td>
</tr>
<tr>
<td>Dislocation Loops</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size (nm)</td>
<td>8 ± 4</td>
<td>9 ± 5</td>
<td>8 ± 4</td>
<td>9 ± 5</td>
</tr>
<tr>
<td>Density (× 10^{22} /m^3)</td>
<td>9 ± 6</td>
<td>13 ± 2</td>
<td>9 ± 6</td>
<td>12 ± 1</td>
</tr>
</tbody>
</table>
III. ION IRRADIATION

III-1. Ion Irradiation Experiments

All ion irradiations have been completed as listed in Table III-1-1. Irradiated samples are listed in Table III-1-2. Alloys include 709, FeCrNi (model 709), 316H, G91 and G92, and three creep-ruptured 709 samples designated as 1101, 1105, and 1106. The creep-ruptured samples can be regarded as thermally aged at conditions of 17,106 hours at 600 °C (1101), 12,014 hours at 650 °C (1105), and 16,448 hours at 700 °C (1106).
Irradiation conditions are chosen at low (350 °C), medium (510 °C), and elevated temperature (670 °C) to various damage levels. Most irradiations were performed with rastered ion beam to achieve large irradiation area (about 2 cm²). Rastering frequency is horizontally 64 Hz and vertically 517 Hz. To test rastered vs. stationary beam effect, one stationary defocused beam irradiation was carried out.

Table III-1-1. Ion irradiation conditions.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Energy (MeV)</th>
<th>Damage rate (dpa/s) *</th>
<th>Temperature (°C)</th>
<th>Dpa *</th>
<th>Beam rastering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton</td>
<td>2</td>
<td>(2.1 – 4.2) × 10^-6</td>
<td>510</td>
<td>0.01, 0.1, 1</td>
<td>Yes</td>
</tr>
<tr>
<td>Proton</td>
<td>2</td>
<td>(4.4 - 5) × 10^-6</td>
<td>670</td>
<td>0.01, 0.1, 0.5, 1, 1.5</td>
<td>Yes</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>3.7</td>
<td>2.5 – 4) × 10^-3</td>
<td>350</td>
<td>2.5, 15, 50</td>
<td>Yes</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>3.7</td>
<td>2 – 4) × 10^-3</td>
<td>670</td>
<td>2.5, 15, 50</td>
<td>Yes</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>3.5</td>
<td>8.6 × 10^-4</td>
<td>600</td>
<td>75</td>
<td>No</td>
</tr>
</tbody>
</table>

* Dpa values are at 10 µm depth for proton irradiation, and 0.46 µm for iron irradiation

Table III-1-2. Irradiation sample list.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Temperature (°C)</th>
<th>Dpa</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton</td>
<td>670</td>
<td>1</td>
<td>316H-1, 709-1, FeCrNi-2, G91-1, G92-1</td>
</tr>
<tr>
<td>Proton</td>
<td>670</td>
<td>1.5</td>
<td>316H-2, 709-2, FeCrNi-1, G91-2, G92-2</td>
</tr>
<tr>
<td>Proton</td>
<td>670</td>
<td>0.5</td>
<td>316H-3, 709-3, FeCrNi-3, G91-3, G92-3</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>350</td>
<td>50</td>
<td>316H-4, 709-4, FeCrNi-4, G91-4, G92-4</td>
</tr>
<tr>
<td>Proton</td>
<td>510</td>
<td>0.1</td>
<td>316H-P1, 709-7, FeCrNi-5, G91-5, G92-5</td>
</tr>
<tr>
<td>Proton</td>
<td>380</td>
<td>0.01</td>
<td>316H-P2, 709-9, FeCrNi-6, G91-7, G92-6</td>
</tr>
<tr>
<td>Proton</td>
<td>670</td>
<td>0.1</td>
<td>316H-P3, 709-10, FeCrNi-7, G91-8, G92-7</td>
</tr>
<tr>
<td>Proton</td>
<td>670</td>
<td>0.01</td>
<td>316H-P4, 709-12, FeCrNi-9, G91-9, G92-9</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>670</td>
<td>50</td>
<td>316H-P5, 709-6, FeCrNi-8, G91-10, G92-8, 1101-1, 1105-1, 1106-1</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>350</td>
<td>15</td>
<td>316H-10, 709-5, FeCrNi-10, G91-11, G92-11, 1101-2, 1105-2, 1106-2</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>350</td>
<td>2.5</td>
<td>316H-11, 709-8, FeCrNi-11, G91-12, G92-12, 1101-3, 1105-3, 1106-3</td>
</tr>
<tr>
<td>Proton</td>
<td>510</td>
<td>1</td>
<td>316H-12, 709-11, FeCrNi-12, G91-6, G92-10, 1101-4, 1105-4, 1106-4</td>
</tr>
<tr>
<td>Proton</td>
<td>510</td>
<td>0.01</td>
<td>316H-13, 709-14, FeCrNi-13, G91-13, G92-13, 1101-5, 1105-5, 1106-5</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>670</td>
<td>15</td>
<td>316H-14, 709-15, FeCrNi-14, G91-14, G92-14, 1101-6, 1105-6, 1106-6</td>
</tr>
</tbody>
</table>
### Sample preparation

#### a. Polishing

The polishing procedure can be broken into three main sections: grinding, polishing, and chemical cleaning. For the grinding procedure, SiC paper from Allied of 400, 600, 800, 1200 grit are used. When manually polishing, the sample is rotated 90 degrees between each grit paper and polished until all previous scratches are removed. Following the grinding stage, the samples are polished using a diamond suspension. A PLAN-B Rigid Back Magnetic System Disc, Diamat Rigid Magnetic Disc, Final-POL Magnetic Disc, and Final-A cloth from Allied with 9, 3, and 1 µm, 0.5 µm, 0.25 µm, 0.1 µm, 0.05 µm diamond polish are used. After the samples are hand polished, they are cleaned in an ultrasonic using the following procedure: 5 min in an acetone bath, 5 min in a detergent bath (Micro-90 detergent), and 5 min in an ethanol bath.

#### b. Roughness Measurements

A Zygo New View white light interferometer (referred to as Zygo) is being used to investigate the surface roughness of samples after polishing. Roughness ≤ 20 nm defines that sample was properly polished. When comparing the samples, all the Zygo measurements are taken under the same parameters to maintain consistency, as outlined in Table III-1-3 For each alloy five measurements are taken at various locations in the center of one sample, and then the average is recorded.

Table III-1-3: Zygo Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>20 x</td>
</tr>
<tr>
<td>Zoom</td>
<td>0.5 x</td>
</tr>
<tr>
<td>Min-Mod</td>
<td>5%</td>
</tr>
<tr>
<td>Scan Length</td>
<td>150 µm bipolar (12 s)</td>
</tr>
<tr>
<td>Camera Mode</td>
<td>640x480 200 Hz</td>
</tr>
<tr>
<td>Surface Correction (Remove)</td>
<td>Cylinder or Sphere</td>
</tr>
</tbody>
</table>
**Irradiation details**

Ion irradiation has been conducted at the University of Wisconsin-Madison’s Ion Beam Laboratory with a NEC 1.7MV Tandem accelerator.

**III-1-1. 2 MeV proton irradiation to 1 dpa at 670 °C**

10 samples, two from each of five alloys 709, FeCrNi (model 709), 316H, G91 and G92, have been irradiated by 2 MeV protons. The samples were attached to a stainless-steel sample holder using water-soluble carbon paste. The incident ion beam, normal to the sample face, was rastered across a well-defined aperture exposing the samples uniformly to the H ions. The beam current ranged between 22-24 µA (see Fig. III-1-1) resulting in a proton flux of about 7.7e13 p/(cm$^2$-s) and dpa rate 5e-6 dpa/s. The sample temperature of 670°C ± 20°C was maintained through a combination of beam and external heating recorded on the right and left sides of the sample holder using two type-K thermocouples (see Fig. III-1-1). The irradiation chamber pressure was at or below 1×10$^{-6}$ Torr before and during the irradiation. The implantation with 2.0 MeV protons was done up to a fluence of 1.5×10$^{19}$ ion/cm$^2$, which correspond to damage levels of 1 dpa at the depth of 10 µm (Fig. III-1-2). Sample layout in the sample holder and surface appearance before and after irradiation are shown in Fig. 1-3 and 1-4.

![Temperature and current profile for 2 MeV proton irradiation up to 1.5e19 p/cm$^2$ at 670 °C.](image-url)

Fig. III-1-1. Temperature and current profile for 2 MeV proton irradiation up to 1.5e19 p/cm$^2$ at 670 °C.
Fig. III-1-2. Damage profiles in the Fe-20Cr-25Ni alloy (model Alloy 709), density 8 g/cm³, irradiated with 2 MeV protons to damage level of 0.5 (at 10 µm). Calculations were performed using SRIM-2012.03 with the Kinchin-Pease option and assuming the displacement threshold energies to be 40 eV for Fe, Cr and Ni.

Fig. III-1-3. Steel samples before and after 2 MeV proton irradiation up to 1.5e19 p/cm² at 670 °C.
III-1-2. 2 MeV proton irradiation to 0.5 dpa and 1.5 dpa at 670 °C

10 samples, two from each of five alloys 709, FeCrNi (model 709), 316H, G91 and G92, have been irradiated by 2 MeV protons. Half of the samples were already pre-irradiated up to a damage level of 1 dpa. The average beam current was 21 µA (see Fig. III-1-5) resulting in a proton flux of about 6.6e13 p/(cm²s) and dpa rate 4.4e-6 dpa/s. The sample temperature was 680°C ± 20°C. The irradiation chamber pressure was at or below 5×10⁻⁵ Torr before and during the irradiation. The implantation with 2.0 MeV protons was done up to a fluence of 7.5×10¹⁸, which correspond to damage levels of 0.5 dpa at the depth of 10 µm. Sample layout in the sample holder and surface appearance before and after irradiation are shown in Fig. 1-6 and 1-7. The surfaces of two samples, namely FeCrNi-3 and 709-3, became discolored which is a sign of oxidation.

Fig. III-1-4. Sample layout (and sample size) for 2 MeV proton irradiation up to 1.5e19 p/cm² at 670 °C.

Fig. III-1-5. Temperature and current profile for 2 MeV proton irradiation up to 7.5e18 p/cm² at 680 °C.
III-1-3. 3.7 MeV iron irradiation to 50 dpa at 350 °C

5 samples, one from each of five alloys 709, FeCrNi (model 709), 316H, G91 and G92, have been irradiated by 3.7 MeV Fe\(^{2+}\). The average beam current was 1.3 µA (see Fig. III-1-8) resulting in a Fe flux of about 4×10\(^{12}\) Fe/(cm\(^2\)s) and dpa rate 2×10\(^{-3}\) dpa/s at 0.46 µm depth. The sample temperature of 350°C ± 20°C. The irradiation chamber pressure was at or below 8×10\(^{-6}\) Torr before and during the irradiation. The implantation
with 3.7 MeV iron was done up to a fluence of $1 \times 10^{17}$, which correspond to damage levels of 100 dpa at peak damage, 50 dpa at 0.46 µm depth, as calculated by SRIM (Kinchin-Pease option) assuming the displacement energy of 40 eV. Sample layout in the sample holder and surface appearance before and after irradiation are shown in Fig. III-1-9. The surfaces of samples 316-4 and G92-4 have blackened during Fe-irradiation.

![3.7 MeV Fe-irradiation of alloys 709, 316H, G91, G92, and FeCrNi](image)

Fig. III-1-8 Temperature and current profile for 3.7 MeV Fe-irradiation up to 1e17 Fe/cm² at 350 °C.

![Steel samples before and after 3.7 MeV Fe-irradiation up to 1e17 Fe/cm² at 350 °C.](image)

Fig. III-1-9 Steel samples before and after 3.7 MeV Fe-irradiation up to 1e17 Fe/cm² at 350 °C.
III-1-4. 2 MeV proton irradiation to 0.01 dpa at 380 °C and 0.1 dpa at 510 °C

Proton irradiation conditions for alloys 709, FeCrNi, 316H, G91 and G92 were:

**Energy and Irradiating Ion Species:** 2.0 MeV H\(^+\) irradiation

**Damage Level:** Nominal 0.01 dpa and 0.1 dpa (at 10 µm depth, as shown in Fig. III-1-10(a), (b), respectively).

**Irradiation Temperature:** 383 ± 90 °C (the high variation is due to heating method change, from ion beam heating to combination of ion beam heating and external heating) for 0.01 dpa, as shown in Fig. III-1-11(a), and 512 ± 19 °C for 0.1 dpa as shown in Fig. III-1-11(b).

**Irradiation Flux:** \((5.9 \pm 0.9) \times 10^{13}\) ion/cm\(^2\)/s (0.01 dpa) and \((5.9 \pm 0.4) \times 10^{13}\) ion/cm\(^2\)/s (0.1 dpa).

**Vacuum/Base Pressure:** 4.4 × 10\(^{-7}\) Torr (base vacuum), 8 × 10\(^{-6}\) – 3.2 × 10\(^{-6}\) Torr (irradiation vacuum during 0.01 dpa irradiation), 3.6 × 10\(^{-6}\) – 7.6 × 10\(^{-7}\) Torr (0.1 dpa irradiation vacuum)

**Damage rate:** 4.05 × 10\(^{-6}\) dpa/s (0.01 dpa, 10 µm depth), 4.17 × 10\(^{-6}\) dpa/s (0.1 dpa, 10 µm depth)

Fig. III-1-10 shows the damage profiles of 2.0 MeV proton irradiation in Fe-20Cr-25Ni (model 709 alloy) calculated with the Kinchin-Pease Model in the Stopping and Range of Ions in Matter (SRIM) software. To achieve damage levels of 0.01 dpa and 0.1 dpa at 10 µm depth where the damage profile is flat (damage vs. depth slope is small) fluences of \(1.5 \times 10^{17}\) Fe\(^{2+}\)/cm\(^2\) and \(1.5 \times 10^{18}\) Fe\(^{2+}\)/cm\(^2\) were used, respectively.

![Damage profiles](image)

Fig. III-1-10. 2 MeV proton induced damage in Fe-20Cr-25Ni, one of the five alloys being ion irradiated. Damage and proton implantation profile for: (a) 0.01 dpa irradiation. (b) 0.1 dpa irradiation. The damage levels were designed to occur at 10 µm depth for both cases. \(E_d\) is atom displacement energy.

Irradiation temperature and flux are shown in Fig. III-1-11. Temperature values represent an average value from two thermocouple readings from opposite corners of the sample stage. Flux was calculated using ion...
beam current and beam scanning area (2 cm²). We aimed at 520 °C at both 0.01 dpa and 0.1 dpa irradiations. For 0.1 dpa irradiation temperature rise was solely from ion beam induced heating. However, ion beam only induced heating up to about 400 °C during 0.01 dpa irradiation. External heating was later applied during 0.01 dpa run. Overall the temperature is 383 ± 90 °C and flux is \((5.9 ± 0.9) \times 10^{13}\) ion/cm²/s at 0.01 dpa irradiation as shown in Fig. III-1-11(a). For 0.1 dpa irradiation, Fig. 1-11(b) shows that temperature is 512 ± 19 °C and flux is \((5.9 ± 0.4) \times 10^{13}\) ion/cm²/s.

Fig. III-1-11. Temperature and flux during 2 MeV proton irradiations: (a) 0.01 dpa irradiation. (b) 0.1 dpa.

Fig. III-1-12 shows the photographs of the samples after 0.01 dpa irradiation at 380 °C (Fig. III-1-12a) and after 0.1 dpa at 510 °C (Fig. III-1-12b). Samples are labeled as “alloy label - number”. A part of each sample was masked from irradiation. Part of FeCrNi-5 after 0.1 dpa 510 °C irradiation developed a yellow tint, indicating oxidation. All other irradiated samples were reflective, which provides a qualitative indication that oxide layer formed during irradiation is thin.
III-1-5. 2 MeV proton irradiation to 0.01 dpa and 0.1 dpa at 670 °C

The irradiation conditions for alloys 709, FeCrNi, 316H, G91 and G92 were:

**Energy and Irradiating Ion Species:** 2.0 MeV H\(^+\) irradiation

**Damage Level:** Nominal 0.01 dpa and 0.1 dpa (at 10 µm depth, as shown in Fig. III-1-13(a), (b), respectively).

**Irradiation Temperature:** 675 ± 5 °C (steady state) for 0.01 dpa, as shown in Fig. III-1-14(a), and 674 ± 7 °C for 0.1 dpa as shown in Fig. III-1-14(b).

**Irradiation Flux:** \((5.8 ± 1.0) \times 10^{13}\) ion/cm\(^2\)/s (0.01 dpa) and \((6.4 ± 0.2) \times 10^{13}\) ion/cm\(^2\)/s (0.1 dpa).

**Vacuum/Base Pressure:** <7×10\(^{-7}\) Torr (base vacuum), 3.4×10\(^{-6}\) – 2.3×10\(^{-6}\) Torr (irradiation vacuum during 0.01 dpa irradiation), 5.6×10\(^{-6}\) – 6.4×10\(^{-7}\) Torr (0.1 dpa irradiation vacuum)

**Damage rate:** 4.10×10\(^{-6}\) dpa/s (0.01 dpa, 10 µm depth), 4.46×10\(^{-6}\) dpa/s (0.1 dpa, 10 µm depth)

To achieve damage levels of 0.01 dpa and 0.1 dpa at 10 µm depth, fluences of \(1.5\times10^{17}\) Fe\(^{2+}\)/cm\(^2\) and \(1.5\times10^{18}\) Fe\(^{2+}\)/cm\(^2\), respectively, were used.
Fig. III-1-13 2 MeV proton induced damage in Fe-20Cr-25Ni, one of the five alloys being ion irradiated. Damage and proton implantation profile for: (a) 0.01 dpa irradiation. (b) 0.1 dpa irradiation. The damage levels were designed to occur at 10 µm depth for both cases. $E_d$ is atom displacement energy.

Irradiation temperature and flux are shown in Fig. III-1-14. Flux was calculated using ion beam current and beam scanning area (2 cm$^2$).

Fig. III-1-14. Temperature and flux during 2 MeV proton irradiations: (a) 0.01 dpa irradiation. (b) 0.1 dpa.

Fig. III-1-15 shows photographs of the samples before irradiation (Fig. III-1-15a), and after 0.01 dpa (Fig. III-1-15b) and 0.1 dpa (Fig. III-1-15c) at 675 °C. A part of each sample was masked from irradiation. An illustration of rectangular masks is shown in Fig. III-1-15b.
Fig. III-1-15. Photographs of samples before and after irradiation: (a) before irradiation, (b) after 0.01 dpa irradiation at 675 °C, (c) after 0.1 dpa irradiation at 674 °C. The upper rows are (from to right): G91, G92. The lower rows are (from left to right): 316H, FeCrNi, and 709. (a), (c) are the same samples. The white boxes in (b) represent the boundaries of the mask in both irradiations.

III-1-6. 3.7 MeV iron irradiation to 50 dpa at 670 °C

Iron irradiation has been conducted for alloys 709, FeCrNi, 316H, G91 and G92, and three creep-ruptured 709 samples: 1101, 1105, and 1106. The creep-ruptured samples can be regarded as thermally aged at conditions of 17,106 hours at 600 °C (1101), 12,014 hours at 650 °C (1105), and 16,448 hours at 700 °C (1106). The irradiation conditions were:

Energy and Irradiating Ion Species: 3.7 MeV Fe$^{2+}$ irradiation
Damage Level: peak 100 dpa at 1.0 µm depth, as shown in Fig. III-1-16.
Irradiation Temperature: 667 ± 10 °C, as shown in Fig. III-1-17.
Irradiation Flux: (3.9 ± 0.5) × 10^{12} ion/cm²/s, as shown in Fig. III-1-17.
Vacuum/Base Pressure: 4×10^{-7} Torr (base vacuum)
Damage rate: peak 2.0×10^{-3} dpa/s (0.46 µm depth)

Fig. III-1-16 shows the damage profile of 3.7 MeV Fe$^{2+}$ irradiation in Fe-20Cr-25Ni calculated with the Kinchin-Pease Model in the Stopping and Range of Ions in Matter (SRIM) software. To achieve peak damage level of 50 dpa at 0.46 µm, fluence of 9.77×10^{16} Fe$^{2+}$/cm² was used.
Fig. III-1-16. 3.7 MeV Fe\(^{2+}\) induced damage and implantation profile in Fe-20Cr-25Ni, a model alloy representing alloy 709. The peak damage is 100 dpa. \(E_d\) is atom displacement energy.

Irradiation temperature and flux are shown in Fig. III-1-17. Temperature values represent thermocouple reading attached to the sample stage. Ion irradiation flux was calculated using ion beam current and beam scanning area (2 cm\(^2\)).

Fig. III-1-17 Temperature and flux during 3.7 MeV Fe\(^{2+}\) irradiation.

Fig. III-1-18 shows photographs of the samples before irradiation (Fig. III-1-18a), and after Fe\(^{2+}\) irradiation of 50 dpa at 670 °C (Fig. III-1-18b). Part of each sample was masked from irradiation. As shown in Fig. III-1-18b and III-1-18c, the sample area exposed to ions was located at center of the stage. Irradiated regions are shiny and show slightly different contrast from unirradiated regions. Oxidation appears to be insignificant and there was no apparent color change at unirradiated regions of the sample before and after irradiation.
Fig. III-1-18. Photographs of samples: (a) before irradiation, (b, c) after Fe$^{2+}$ 50 dpa irradiation at 670 °C. The upper row (from to right): 1101-1, 1105-1, 1106-1, G92-8. The lower row (from left to right): G91-10, 709-6, FeCrNi-8, and 316H-P5. Sample names are alloy designation followed by “-x”.

**III-1-7. 3.7 MeV iron irradiation to 2.5 dpa and 15 dpa at 350 °C**

From this irradiation on silver paste replaces carbon paste to glue samples on stage to reduce contamination due to low diffusion of silver in steel compared to carbon. The irradiation conditions for eight alloys 709, FeCrNi (model 709), 316H, G91 and G92, and three creep-ruptured 709 samples designated as 1101, 1105, and 1106 were:

**Energy and Irradiating Ion Species:** 3.7 MeV Fe$^{2+}$ ion irradiation

**Damage Level:** Run 1, 15 dpa at 0.46 µm depth, as shown in Fig. III-1-19(a).

Run 2, 2.5 dpa at 0.46 µm depth, as shown in Fig. III-1-19(b).
**Irradiation Temperature**: 345 ± 12 °C (15 dpa), 355 ± 5 °C (2.5 dpa), as shown in Fig. III-1-20.

**Irradiation Flux**: \((2.6 \pm 1.2) \times 10^{12} \text{ ion/cm}^2/\text{s} \) (15 dpa), \((2.5 \pm 0.1) \times 10^{12} \text{ ion/cm}^2/\text{s} \) (2.5 dpa), as shown in Fig. III-1-20.

**Vacuum/Base Pressure**: \(5 \times 10^{-7} \text{ Torr} \) (base vacuum), \(1.6 \times 10^{-6} - 7.6 \times 10^{-7} \text{ Torr} \) (15 dpa irradiation), \(1.6 \times 10^{-6} \text{ Torr} \) (2.5 dpa irradiation).

**Damage rate**: \(1.4 \times 10^{-3} \text{ dpa/s} \) (0.46 µm depth, 15 dpa), \(1.3 \times 10^{-3} \text{ dpa/s} \) (0.46 µm depth, 2.5 dpa).

To achieve peak damage level of 15 dpa and 2.5 dpa at 0.46 µm depth fluences of \(3.15 \times 10^{16} \text{ Fe}^{2+}/\text{cm}^2 \) and \(4.63 \times 10^{15} \text{ Fe}^{2+}/\text{cm}^2 \) were used.

Fig. III-1-19. 3.7 MeV Fe\(^{2+}\) ion-induced damage and implantation profiles in Fe-20Cr-25Ni, a model alloy representing alloy 709. The peak damage is 30 dpa (a) and 5 dpa (b). Damages at 0.46 µm are 15 dpa and 2.5 dpa, respectively.
Irradiation temperature and flux are shown in Fig. III-1-20. Ion irradiation flux was calculated using ion beam current and beam scanning area (3.6 cm$^2$ for 15 dpa irradiation, 2.9 cm$^2$ for 2.5 dpa irradiation).

![Graph A](image1.png)

(a)

![Graph B](image2.png)

(b)

Fig. III-1-20. Temperature and ion flux during 3.7 MeV Fe$^{2+}$ ion irradiations: (a) 30 dpa peak damage (15 dpa at 0.46 µm depth); (b) 5 dpa peak damage (2.5 dpa at 0.46 µm depth).

Fig. III-1-21 shows photographs of the samples after Fe$^{2+}$ irradiation of 15 dpa (Fig. III-1-21a) and 2.5 dpa (Fig. III-1-21b) at 350 °C. Part of every sample was masked from irradiation. Unirradiated parts were scribed with “x” after irradiation. Both unirradiated and irradiated regions are shinny and show no apparent difference in color.
Fig. III-1-21. Photographs of samples after Fe$^{2+}$ irradiation at 350 °C to 15 dpa (a) and 2.5 dpa (b). The upper row (from to right) in (a): 316H-10, 709-5, FeCrNi-10, G91-11. The lower row (from left to right) in (a): 1101-2, 1105-2, 1106-2, and G92-11. The upper row (from to right) in (b): 316H-11, 709-8, FeCrNi-11, G91-12. The lower row (from left to right) in (a): 1101-3, 1105-3, 1106-3, and G92-12.

**III-1-8. 2 MeV proton irradiation to 0.01 dpa and 1 dpa at 510 °C**

Thermal camera was applied to measure irradiation temperature at the sample surface. To calibrate sample emissivity, samples and stage were heated to a steady-state temperature inside the irradiation chamber. Two thermocouples were attached to the stage at opposite corners and read the temperature. Emissivity was found when camera and thermocouple readings are the same. Fig. III-1-22 shows emissivity of the alloys with changing temperature. At 510 °C, the emissivity of the samples is 0.56.

Fig. III-1-22. Thermal camera setting for irradiation temperature measurement. (a) Emissivity of irradiated alloys vs. temperature. (b) Camera temperature image.
Irradiation conditions were:

**Energy and Irradiating Ion Species:** 2 MeV H⁺

**Damage Level:**
- Run 1, 1.06 dpa at 10 µm depth, as shown in Fig. III-1-23(a).
- Run 2, 0.010 dpa at 10 µm depth, as shown in Fig. III-1-23(b).

**Irradiation Temperature:**
- 1 dpa, 510 ± 4 °C (1 dpa), as shown in Fig. III-1-24(b).
- 0.01 dpa, 509 ± 10 °C (steady-state). Temperature rose from ion beam heating. When temperature increased to 500 °C, 47.5 % of total fluence was completed. Fig. III-1-25 shows temperature and current change with time.

**Irradiation Flux:**
- 1 dpa, $(4.6 \pm 1.1) \times 10^{13}$ ion/cm²/s
- 0.01 dpa, $(5.4 \pm 1.8) \times 10^{13}$ ion/cm²/s

**Vacuum/Base Pressure:**
- 1 dpa, $(4 - 2.5) \times 10^{-7}$ Torr (base vacuum), $2.7 \times 10^{-6} – 2.8 \times 10^{-7}$ Torr (irradiation).
- 0.01 dpa, $4.3 \times 10^{-7}$ Torr (base vacuum), $3.5 \times 10^{-6}$ Torr (irradiation).

**Damage rate:**
- 1 dpa, $3.33 \times 10^{-6}$ dpa/s (10 µm depth)
- 0.01 dpa, $3.81 \times 10^{-6}$ dpa/s (10 µm depth).

To achieve peak damage level of 1 dpa and 0.01 dpa, fluences of $1.5 \times 10^{19}$ ion/cm² and $1.42 \times 10^{17}$ ion/cm² were used, respectively.
Fig. III-1-23. 2 MeV H\(^+\) ion-induced damage and implantation profiles in Fe-20Cr-25Ni, a model alloy representing alloy 709. The damage at 10 µm depth is 1 dpa (a) and 0.01 dpa (b).

Temperature was measured using two methods: thermal camera, and two thermocouples attached to opposite corners of the sample stage.

Irradiation of 1 dpa was carried out during work days and stopped at night. Fig. III-1-24(a) shows the fluence progress through time. Temperature and flux are shown in Fig. III-1-24(b). Ion irradiation flux was calculated using ion beam current and beam scanning area 2 cm\(^2\).
Fig. III-1-24. 2 MeV H\textsuperscript{+} ion irradiation of 1 dpa: (a) Fluence vs. time; (b) Temperature and beam current vs. fluence.

Fig. III-1-25 displays temperature and current at 0.01 dpa irradiation. Temperature rose slowly with beam heating. When the temperature was above 500 °C, 47.5 % of total fluence was already completed.

Fig. III-1-25. 2 MeV H\textsuperscript{+} ion irradiation of 0.01 dpa: temperature and beam current vs. time.

Fig. III-1-26 shows photographs of the samples after H\textsuperscript{+} irradiation to 1 dpa (Fig. III-1-26a) and 0.01 dpa (Fig. III-1-26b) at 510 °C. Part of every sample was masked from irradiation. Unirradiated parts were scribed with “x” after irradiation. Samples irradiated at 1 dpa shows bluish color indicating oxidation. The 0.01 dpa irradiated samples are shiny and show no apparent difference in color between unirradiated and irradiated surfaces.
Fig. III-1-26. Photographs of samples after H\(^+\) irradiation at 510 °C to 1 dpa (a) and 0.01 dpa (b). The upper row (from left to right) in (a): G92-10, 1101-4, 1106-4, 1105-4. The lower row (from left to right) in (a): 709-11, FeCrNi-12, 316H-12, and G91-6. The upper row (from left to right) in (b): G92-13, 1101-5, 1106-5, 1105-5. The lower row (from left to right) in (b): 709-14, 316H-13, FeCrNi-13, and G91-13.

**III-1-9. 3.7 MeV iron irradiation to 2.5 dpa and 15 dpa at 670 °C**

Irradiation conditions were:

**Energy and Irradiating Ion Species:** 3.7 MeV Fe\(^{2+}\)

**Damage Level:**
- Run 1, 15 dpa at 0.46 µm depth, as shown in Fig. III-1-27(a).
- Run 2, 2.5 dpa at 0.45 µm depth, as shown in Fig. III-1-27(b).

**Irradiation Temperature:**
- 15 dpa, 668 ± 1 °C (thermocouple reading), as shown in Fig. III-1-28(a).
- 2.5 dpa, 668 ± 1 °C (thermocouple reading), as shown in Fig. III-1-28(b).

**Irradiation Flux:**
- 15 dpa, \((3.6 \pm 0.3) \times 10^{12}\) ion/cm\(^2\)/s
- 2.5 dpa, \((1.8 \pm 0.2) \times 10^{12}\) ion/cm\(^2\)/s

**Vacuum/Base Pressure:**
- 2.5 dpa, \(4.5 \times 10^{-7}\) Torr (base vacuum), \(1.6 \times 10^{-6}\) Torr (irradiation).

**Damage rate:**
- 15 dpa, \(1.86 \times 10^{-3}\) dpa/s (0.46 µm depth)
- 2.5 dpa, \(8.96 \times 10^{-4}\) dpa/s (0.45 µm depth).
To achieve damage levels of 15 dpa and 2.5 dpa at 0.46 µm depth fluences of $2.9 \times 10^{16}$ ion/cm$^2$ and $5.0 \times 10^{15}$ ion/cm$^2$ were used, respectively.

![Diagram](a)

![Diagram](b)

Fig. III-1-27. 3.7 MeV Fe$^{2+}$ ion-induced damage and implantation profiles in Fe-20Cr-25Ni, a model alloy representing alloy 709. The damage at 0.46 µm depth is 15 dpa (a) and 2.5 dpa (b).

As shown in Fig. III-1-28, the difference between thermal camera and thermocouple readings were < 10 °C. Ion irradiation flux was calculated using ion beam current and beam scanning area 2.89 cm$^2$. 
Fig. III-1-28. 3.7 MeV Fe$^{2+}$ ion irradiation. Temperature and ion flux at (a) 15 dpa and (b) 2.5 dpa.

Fig. III-1-29 shows photographs of the samples after Fe$^{2+}$ irradiation to 15 dpa (Fig. III-1-29a) and 2.5 dpa (Fig. III-1-29b) at 670 °C. There was silver paste at sample backside. It was used for gluing samples to stage. About one half of every sample surface was masked from irradiation. Unirradiated parts were scribed with “x” after irradiation. Irradiated areas of all samples are shiny and show no apparent difference in color with unirradiated areas.
Fig. III-1-29. Photographs of samples after Fe$^{2+}$ irradiation at 670 °C to 15 dpa (a) and 2.5 dpa (b). The upper row (from left to right) in (a): 709-15, 316H-14, FeCrNi-14, G91-14. The lower row (from left to right) in (a): G92-14, 1101-6, 1105-6, and 1106-6. The upper row (from left to right) in (b): 709-16, 316H-15, FeCrNi-15, G91-15. The lower row (from left to right) in (a): G92-15, 1101-7, 1105-7, and 1106-7.

**III-1-10. 3.5 MeV iron irradiation to 75 dpa at 600 °C, defocused beam**

This irradiation used non-rastered and defocused ion beam with an irradiation size 5 mm × 5 mm. Fig. III-1-30 shows SRIM calculation of irradiation damage.

![SRIM calculation of irradiation damage](image)

Fig. III-1-30. Damage and ion implantation concentration of 3.5 MeV Fe$^{2+}$ into 709 (19.7Cr-25Ni-1.5Mo, Fe balance in wt. %), calculated with SRIM.

Irradiation conditions were:

**Energy and Irradiating Ion Species:** 3.5 MeV Fe$^{2+}$

**Damage Level:** 75 dpa at 0.43 µm depth, maximum 147 dpa at 0.95 µm, as shown in Fig. III-1-30.

**Irradiation Temperature:** 599 ± 1 °C (thermocouple reading), as shown in Fig. III-1-31.

**Ion fluence:** 1.42×10$^{17}$ ion/cm$^2$

**Irradiation Flux:** (1.7 ± 0.4) × 10$^{12}$ ion/cm$^2$/s, as shown in Fig. III-1-31.

**Vacuum/Base Pressure:** 2.5×10$^{-7}$ Torr (base vacuum), 2.2×10$^{-6}$ – 3.8×10$^{-7}$ Torr (irradiation).

**Damage rate:** 8.7×10$^{-4}$ dpa/s (0.43 µm depth)
Fig. III-1-31. Temperature and ion flux during 3.5 MeV Fe$^{2+}$ irradiation of 316H and 709 with defocused beam.

Fig. III-1-32 shows images of samples 316H-16 and 709-17 after irradiation. Color changes from silver before irradiation to blue (709-17, both unirradiated and irradiated regions, with irradiation boundary at the dashed line) and blue and bronze (316H-16), indicating oxidation.

Fig. III-1-32. Picture of samples 316H-16 (left) and 709-17 (right) after 3.5 MeV Fe$^{2+}$ irradiation to 75 dpa at 0.43 µm depth (peak 150 dpa) at 600 °C with defocused beam. The dashed line indicates irradiation boundary where the top is irradiated and below region is unirradiated.

**III-2. Characterization of Alloys before and after Irradiation**

Ion-irradiated alloys have been characterized with transmission electron microscopy (TEM) and scanning electron microscopy (SEM), including 709, FeCrNi (model 709), 316H, G91, G92, and three creep-ruptured 709 samples designated as 1101 (thermally aged for 17,106 hours at 600 °C), and 1106 (16,448 hours at 700 °C). Tables III-2-1 and III-2-2 list the observed microstructures before and after ion irradiations.
Table III-2-1. Microstructures of austenitic alloys before and after ion irradiation.

<table>
<thead>
<tr>
<th>Condition</th>
<th>316H</th>
<th>709</th>
<th>1101</th>
<th>1106</th>
<th>FeCrNi</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-received or undamaged</td>
<td>Dislocations (1.2×10^{13} m^{-2})</td>
<td>Dislocations</td>
<td>M_{23}C_6, M_{3}Ni_{2}Si 30 nm to &gt; 1 μm.</td>
<td>M_{23}C_6, M_{3}Ni_{2}Si, (NbCr)(CN), Ni_xSi_y</td>
<td>Dislocations (3.3×10^{12} m^{-2})</td>
</tr>
<tr>
<td>Fe^{2+} rastered 50 dpa 350 °C</td>
<td>Frank loops (15 ± 1 nm 8.3×10^{22} m^{-3} at 50 dpa); Ni, Si segregated, Cr, Fe depleted at grain boundary (GB)</td>
<td>Frank loops (14.2±0.6 nm, 5.2×10^{22} m^{-3} at 58 dpa); Ni segregated, Cr depleted at GB</td>
<td>Dislocations No new precipitates. Irradiation enriched Cr in M_{23}C_6 and M_{3}Ni_{2}Si.</td>
<td>Dislocations No new precipitates.</td>
<td>Dislocation; Void swelling 14 %) Ni segregated, Cr, Fe depleted at GB and voids</td>
</tr>
<tr>
<td>Fe^{2+} rastered 50 dpa 670 °C</td>
<td>Dislocations Nb(CN) ~ 100nm (NbCr)(CN) ~ 10nm (CrMo),C_y at GB Ni, Mn segregated, Cr, Fe depleted at GB</td>
<td>Dislocations No new precipitates.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe^{2+} defocused 75 dpa 600 °C</td>
<td>Nb(CN) ~ 100 nm; (CrMoMn),C_y at GB; Ni, Si rich at irradiated GB; Ni rich, Cr depleted at unirradiated GB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H^+ rastered 0.01 dpa 380 °C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No apparent change</td>
</tr>
</tbody>
</table>
Table III-2-2. Microstructures of ferritic-martensitic alloys before and after ion irradiation.

<table>
<thead>
<tr>
<th>Condition</th>
<th>G91</th>
<th>G92</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-received</td>
<td>(CrMoV)$_{23}$C$_6$, (VNb)(CN)</td>
<td>(CrWMoV)$_{23}$C$_6$, (VNb)(CN)</td>
</tr>
<tr>
<td>Fe$^{2+}$ rastered, 50 dpa, 350 ºC</td>
<td>(CrMoV)$_{23}$C$_6$ amorphized; Dislocation loops (mainly $&lt;$100$&gt;$) and black spot defects (46 dpa, 3.2±1.8 nm, 9.8×10$^{22}$ m$^{-3}$ for features $&gt;$ 1.5 nm); Ni, Si, Cr segregated, Fe depleted at GB</td>
<td>(CrWMoV)$_{23}$C$_6$ amorphized; $&lt;$100$&gt;$ and $a$/2 $&lt;$111$&gt;$ loops (50 dpa, 9.1±6.4 nm, 4.5×10$^{22}$ m$^{-3}$); Ni, Si, Cr segregated, Fe depleted at GB</td>
</tr>
</tbody>
</table>

Summary of ion irradiation effects

A. Dislocations

- Dislocation loops appeared after 350 ºC 50 dpa Fe$^{2+}$ irradiation: Frank loops (Burgers’ vector $a/3<111>$) in austenitic alloys (316H, 709), and $<100>$, $a/2<111>$ Burgers’ vector loops in ferritic-martensitic alloys (G91, G92).
- Frank loops in alloy 709 appear to be less than that in 316H after 350 ºC 50 dpa Fe$^{2+}$ irradiation. The average size of Frank loops in 709, 14.2 ± 0.6 nm, is slightly smaller than that in 316 H, 15 ±1 nm.
- Dislocation loops in G92 are significantly larger than that in G91 after 350 ºC 50 dpa Fe$^{2+}$ irradiation.
- Dislocation loops disappeared after 50 - 75 dpa Fe$^{2+}$ irradiation at 600 – 670 ºC in austenitic alloys.

B. Radiation-induced segregation

- Ni, Si segregation is observed at grain boundaries in both austenitic and ferritic-martensitic alloys at 50 dpa to 75 dpa Fe$^{2+}$ irradiation from 350 ºC to 670 ºC. Cr and Fe depletion are often found in austenitic alloy grain boundaries.
- Ni, Si segregated at grain boundaries outside the surface region damaged by 75 dpa Fe$^{2+}$ irradiation at 600 ºC, i.e., undamaged grain boundaries in alloy 709.
C. Precipitates

- Precipitates in as-received alloy 709 are Nb(CN). After Fe$^{2+}$ irradiation at 670 °C to 50 dpa with rastered beam, (NbCr)(CN) particles emerged, about 10 nm in size. (CrMo)$_x$(CN)$_y$ particles exist along grain boundaries in 670 °C 50 dpa rastered beam irradiation, as well as along undamaged grain boundary in 709 that experienced the same thermal history of Fe$^{2+}$ defocused beam irradiation to 75 dpa at 600 °C for 24 hours.

- Precipitates in crept/ thermally aged 709 at 600 – 700 °C about 17, 000 hours (sample 1101, 1106) are mainly (CrMo)$_{23}$C$_6$, (CrMo)$_3$Ni$_2$Si, Nb(CN), or (NbCr)(CN). Ni, Si-rich particles are also found in 1106 (16,448 hours at 700 °C). Large (CrMo)$_{23}$C$_6$ and (CrMo)$_3$Ni$_2$Si particles, about 1 µm, grow along grain boundaries (GB). The occupation rate of two kinds of particles at GB are 42 % of GB length for (CrMo)$_3$Ni$_2$Si, 53 % for (CrMo)$_{23}$C$_6$, leaving 5 % of bare GB.

- Fe$^{2+}$ rastered irradiation at 670 °C to 50 dpa did not generate new kinds of precipitates in either 1101 or 1106 (thermally annealed alloy 709).

- Precipitates are (CrMoV)$_{23}$C$_6$ and (VNb)(CN) in as-received G91, and (CrWMoV)$_{23}$C$_6$, (VNb)(CN) in as-received G92. Fe$^{2+}$ rastered irradiation at 350 °C 50 dpa amorphized M$_{23}$C$_6$ particles in both alloys.

D. Voids

- Significant void swelling took place in FeCrNi (model 709) after Fe$^{2+}$ rastered irradiation at 670 °C 50 dpa. No voids have been found in other irradiated TEM samples (Tables 1 and 2).

Experimental details

III-2-1. Proton-irradiated 316H, alloy 709 and FeCrNi (model 709)

III-2-1-1. SEM analysis of proton-irradiated 316H and alloy 709

Alloy 709 and 316H irradiated by 2 MeV protons at 670 °C up to 0.5 dpa, 1 dpa and 1.5 dpa have been investigated using SEM in conjunction with energy dispersive spectroscopy (EDS) using JEOL JSM-6610.
Fig. III-2-1 compares secondary electron images of the 6 samples. Oxides form on the surface of 670 °C 0.5 dpa and 1 dpa proton irradiated alloy 709, as the dark clusters in 0.5 dpa 709, and the dark patches in 1 dpa 709. The 1 dpa 709 images show that oxide layer breaks off as irradiation dose increases. After 1.5 dpa irradiation no apparent surface oxide remains. There are significant cracks at surface grain boundaries of 709. Cracks are much less at the surface grain boundary of 316H than 709. This is unexpected observation and future investigation are needed with cross-sectional samples when the sample radioactivity decreases to a safe value.

<table>
<thead>
<tr>
<th>Proton irradiation Dose at 670 °C (dpa)</th>
<th>Second electron image</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>709</td>
<td>316H</td>
</tr>
<tr>
<td></td>
<td>Low magnification</td>
<td>Low magnification</td>
</tr>
<tr>
<td></td>
<td>Higher magnification</td>
<td>Higher magnification</td>
</tr>
<tr>
<td>0.5</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>1.5</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Fig. III-2-1. Secondary electron images of proton-irradiated alloy 709 and 316H.

**III-2-1-2. TEM characterization of unirradiated and proton irradiated FeCrNi to 0.01 dpa**

Fig. III-2-2 shows TEM and STEM images of FeCrNi that was covered by masks during proton irradiation to 0.01 dpa at 670 °C. It was not irradiated but experienced the same heating history as the irradiated part, 670 °C for about 30 min.
Fig. III-2-2. TEM and STEM images of reference FeCrNi, unirradiated but experienced the same thermal history (i.e., 670 °C). (a-c) Bright field images and diffraction patterns. (d) Weak beam dark field image at the same area of (c). (e) Annular bright field image.

The precipitates in FeCrNi alloy are several hundred nanometers in size, as shown in Fig. III-2-2a and III-2-2b. TEM-EDS measured the particle composition in Fig. 2a is CrO$_2$. The composition of the particle in Fig. III-2-2b is 62Cr-22S-14Fe-2Ni in atomic percent, close to Cr(FeNi)$_4$S.

Fig. III-2-2c to 2-2e show high density of dark spots in bright field images of 1.7±0.1 nm in size, which are speculated to be FIB induced dislocation loops.

Fig. III-2-3 shows TEM and STEM images of FeCrNi after proton irradiation to 0.01 dpa at 670 °C.
Fig. III-2-3. TEM and STEM images of FeCrNi irradiated to 0.01 dpa at 670 °C with proton. (a, e) Annular bright field image. (b, c) Bright field images and diffraction patterns. (d) Weak beam dark field image at the same area of (c).

EDS analysis indicated the precipitates in Fig. III-2-3a to be Cr(FeNi)$_x$S, while the particle in Fig. III-2-3b was Cr$_2$O$_3$. The diffraction pattern in Fig. III-2-3b has diffraction vectors 3.8 nm$^{-1}$ and 5.6 nm$^{-1}$. The angle between the two vectors is 93°. The pattern resembles triclinic Cr$_2$O$_3$ <011> zone diffraction.

Fig. III-2-3c-e show dislocation loop-like contrast in the 670 °C 0.01 dpa proton irradiated FeCrNi. The average size of the spot contrast is 2.0±0.1 nm.

Fig. III-2-4 shows the TEM and STEM images of reference FeCrNi that was not irradiated but heated at 380 °C.
Dislocation loop-like structures were observed in unirradiated FeCrNi alloy, reference to the irradiated FeCrNi at 380 °C. Their average size is 1.9±0.1 nm. A Cr(FeNi)$_x$S precipitate was also observed in the sample. Fig. III-2-5 shows STEM images proton irradiated FeCrNi to 0.01 dpa at 380 °C.

Dislocation loop-like structures exist in proton irradiated FeCrNi at 380 °C to 0.01 dpa. Precipitates were measured to be either CrO$_2$ or Cr(FeNi)$_x$S.
III-2-1-3. Summary of 0.01 dpa proton irradiation result to FeCrNi

Small dislocation loop-like structures are present in all of four FeCrNi TEM samples, including two reference samples, two samples irradiated to a damage level of 0.01 dpa at 10 µm depth with protons at 670 °C and 380 °C, respectively. The size of the dislocation-loop like structures in the four samples are similar, about 2 nm on average. TEM samples were prepared with FIB using 30 keV, 5 keV, and finally 2 keV Ga ion milling. It is possible that the dislocation loop-like structures are induced by FIB.

Proton irradiations of 0.01 dpa at 380 °C and 670 °C appear not to generate significant structural change.

III-2-2. TEM analysis of as-received and Fe²⁺-irradiated alloys 709 and 316H at 350 °C, 50 dpa

III-2-2-1. As-received alloy 709

Fig. III-2-6 shows the surface structure of the as-received alloy 709. The material exhibits uniaxial grains with sizes of over 20 µm. Comparable fractions of grain boundaries are found to be flat (i.e., coincidence site lattice (CSL) boundaries, including coherent twin boundaries) or curved (i.e. random angle boundaries), and the twin lamella are widespread within the uniaxial grains. Precipitates with bright contrast were occasionally observed on the polished surface, and more frequently in the bulk. The average composition of the as-received sample was measured by EDS (operated at 20 kV), as follows:

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Cr</th>
<th>Ni</th>
<th>Si</th>
<th>Mn</th>
<th>Nb</th>
<th>Mo</th>
<th>C, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>wt. %</td>
<td>54.1</td>
<td>19.4</td>
<td>23.9</td>
<td>0.3</td>
<td>0.2</td>
<td>0.9</td>
<td>1.2</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>

Fig. III-2-6. SEM (Secondary-electron) image of surface morphology of as-received alloy 709. Beam energy was 5 kV.
Cross-sectional TEM specimen was further prepared using FIB. Overview of the as-received microstructure in Fig. III-2-7 shows various features of interest. Nonetheless, current results only addressed two issues, i) segregation of alloying elements at grain boundaries, and ii) composition of precipitate phases.

Fig. III-2-7. HAADF-STEM image of a cross-sectional specimen of as-received alloy 709. The microstructural features of interest are marked with boxes. a: coherent twin boundary; b: random angle boundary; c: dislocation lines; d1: precipitate within grains; d2: precipitate on boundaries; e: precipitate on surface.

Both special CSL and random angle boundaries were observed in the cross-sectional specimens. Fig. III-2-8(a) shows a $\Sigma 3 / (111)$ twin boundary with an atomic-level smooth boundary plane, and Fig. 2-8(b) confirms negligible variation of composition near these CSL boundaries. By contrast, Fig. III-2-8(c) shows a random high-angle boundary in an approximately edge-on orientation. Diffraction analysis (details not shown here) suggested the grain boundary character to be close to $(1\bar{2}5) / 56^\circ$, and the boundary plane close to $(\bar{1}10)$ on the left side and $(021)$ on the right side. Slight segregation of Mo (and Cr) is detected by EDS line-scan, as shown in Fig. 8(d) shows, owing to the relatively loose-packed boundary structure. Interestingly, no segregation of Nb, C, and N can be observed, even though precipitate (see following results) is found at the boundary.
Precipitates are found to be widespread in the cross-sectional specimen of as-received alloy 709, with various shapes and locations including grain interior, random high-angle boundary, and surface (see boxes d1, d2, and e in Fig. III-2-7, respectively). EDS line-scans and high-resolution HAADF-STEM images (at various zone axes) were performed to identify the phase and composition of up to 6 precipitates. As shown in Fig. III-2-9, all precipitates studied possess a composition close to NbC\(_{0.5}\)N\(_{0.5}\) with a MX type (rocksalt) crystal structure. In addition, no evidence of orientation relationship between the precipitates (lattice constant \(\sim 4.5 \, \text{Å}\)) and the austenite matrix (lattice constant \(\sim 3.6 \, \text{Å}\)) was observed.
Fig. III-2-9. Characterization of precipitates in as-received alloy 709. (a) HAADF image of a representative precipitate located at grain boundary. (b) HRSTEM image of the precipitate along [110] zone axis. (c, d) EDS line-scan profiles along the arrow in (a).

**III-2-2. Fe$^{2+}$-irradiated 709 at 350 °C to 50 dpa**

FigIII-2-10(a) shows the surface morphology of alloy 709 after irradiation with 3.7 MeV Fe$^{2+}$ ions at 350 °C to 50 dpa at depth of 0.46 µm. The grain size is comparable to the as-received material, and twin boundaries were also extensively observed. Oxidation of the original surface was very slight and seems to be dependent on the orientation of exposed grains (details presented later). Cross-sectional TEM specimen of the ion-irradiated sample was also prepared using FIB, as represented in FigIII-2-10(b). The surface oxidation layer is confirmed to be very thin, while the damage layer with thickness of ~2 µm could be clearly resolved. Grain boundary segregation and precipitates were further characterized and compared with the as-received microstructure.
Fig. III-2-10. Overview of iron-irradiated alloy 709. (a) SEM secondary-electron image of surface morphology. Beam energy is 5 kV. (b) HAADF-STEM image of cross-sectional specimen. Damage layer shows a distinct contrast, and other microstructural features of interest are marked with boxes. a1: coherent twin boundary; a2: incoherent twin boundary; a3: other CSL boundary; b: random angle boundary; c: dislocation lines; d1: precipitate within grains; d2: precipitate on boundaries; e: surface oxides.

FigIII-2-11(a) shows the surface morphology of ion-irradiated alloy 709 under a higher magnification. Some grains are found to be covered with large amounts of fine particles, while others (with different normal directions) show remarkably cleaner surface comparable to the as-received samples. Nonetheless, cross-sectional view in FigIII-2-11(b) indicates that the irradiated sample surface was uniformly covered with a thin layer of oxide, though larger oxide particles were observed sparsely. Thickness of the particle layer is still below ~100 nm. As shown in FigIII-2-11(c) and FigIII-2-11(d), EDS line-scans and HRSTEM images suggest that the uniform oxide layer is close to FeCr$_2$O$_4$ (spinel), while the oxide particles are almost Fe$_3$O$_4$ (spinel).
Fig. III-2-11. Characterization of surface oxidation layer of ion-irradiated alloy 709. (a) High-magnification SEM image of surface. (b) HAADF image of near-surface region of cross-sectional specimen with oxide particles. (c) EDS line-scan profiles along the arrow in (b). (d) HRSTEM image of an oxide (spinel) particle along [110] zone axis.

Depth distribution of radiation-induced defects is shown in Fig. III-2-12(a) using a \((g, 5g)\) weak-beam dark-field (WBDF) condition with \(g = 1\overline{1}1\). Beam direction is close to \([\overline{1}10]\). A heavily damaged layer with thickness of \(~2\) µm, as seen in FigIII-2-10(b), could be resolved. It is qualitatively clear that the defect density reached the maximum at a depth of \(~2\) µm, then dropped significantly, and the thickness of damage layer seems to be uniform in grains with different orientations relative to the incident ion beam.

Fig. III-2-12(b-d) shows the method of diffraction contrast analysis to determine the nature of defects. The contrast of the two loops marked in Fig. III-2-12(b-d) is consistent with a Frank loop with \(b = [\overline{1}11]/3\) (blue circle) and a perfect loop with \(b = [101]/2\) (yellow circle), both of interstitial-type. The loop sizes are close to \(~10\) nm and are consistent through the damage layer. Moreover, segregation of alloying elements \(\text{e.g.,}\)
Mo) around dislocation loops and the widespread dislocation lines were examined, but no compelling evidence has been obtained yet.

Fig. III-2-12. Diffraction contrast analysis of radiation-induced defects (dislocation loops) in Fe$^{2+}$-irradiated alloy 709. (a) WBDF image of damage layer using ($g$, 5$g$) condition with $g = 1\overline{1}1$. Discrete defects (red circle) can be seen beyond the depth of maximum damage. (b-d) WBDF images of the same defects using different ($g$, 5$g$) conditions. Interstitial-type Frank loop (blue circle) and perfect loop (yellow circle) can be identified.

We applied rel-rod imaging technique to display Frank dislocation loops which have Burger’s vector $a/3<111>$ ($a$ is the lattice constant). Fig. III-2-13 shows the dislocation loops in Fe$^{2+}$ irradiated 709 at 0.35 $\mu$m under the surface where damage is about 44 dpa from SRIM calculation. Fig. III-2-14 shows the Frank
loops at damage level about 58 dpa. The (111) Frank loops are of $1.3 \times 10^{22} \text{ m}^{-3}$ at 58 dpa. Assuming equal number of four types of Franks loop, i.e., (111), (111), (111), (111), the total density of Frank loops are estimated as $5.2 \times 10^{22} \text{ m}^{-3}$ at 58 dpa. The average Frank loop size is $14.2 \pm 0.6 \text{ nm}$. Fig. III-2-14(c) shows the Frank loop size distribution.

Fig. III-2-13. TEM images of Fe$^{2+}$ irradiated 709 up to about 44 dpa, 360 °C near [110] zone. (a) Bright field image with diffraction vector [002]. Circled are Frank loops. (b) Relrod dark field image displaying (-111) plane Frank loops ($b = a/3 [-111]$) in the same sample area of (a). (c) Relrod image of (1-11) Frank loops ($b=a/3[1-11]$).

Fig. III-2-14. TEM images of Fe$^{2+}$ irradiated 709 up to about 58 dpa, 360 °C near [110] zone. (a) Bright field image with diffraction along [1-1-3]. (b) Relrod image of (1-11) Frank loops in the same area of (a). (c) Density and size distribution of (1-11) Frank loops in (b).
Fig. III-2-15 presents average size and density of Frank loops versus depth from surface. Frank loop size increases with depth up to about peak damage depth and then drops at the end of damage range. Frank loops density varies with locations even of the same depth, as shown in Fig. III-2-15(b).

Fig. III-2-15. TEM measurement of $(\overline{1}11)$ Frank loops in Fe$^{2+}$ irradiated 709 to 50 dpa at 0.46 µm, 350 °C. (a) Average size. (b) Density (SRIM calculated damage level is also shown).

Fig. III-2-16(a) shows a $\Sigma 3$ / (111) coherent twin boundary within the damage layer of the ion-irradiated sample, and Fig. III-2-16(b) shows that radiation-induced segregation (RIS) of any alloying elements were negligible at these CSL boundaries. By contrast, Fig. III-2-16(c) shows a random high-angle boundary within the damage layer. Diffraction analysis suggests the grain boundary character to be close to $[234]$ / 33°, and the boundary plane close to (331) on the left side and (120) on the right side. A remarkable segregation of Ni and depletion of Cr is observed in Fig. III-2-16(d), which is consistent with the RIS observed in other austenitic stainless steels. However, the concentration of Mo was hardly detectable at this boundary. In addition, segregation of other elements (Nb, C, and N) was also not observed after irradiation.
Segregation of alloying elements at grain boundaries in Fe$^{2+}$-irradiated alloy 709. (a) HAADF image of a coherent twin boundary. Inset: selected-area diffraction pattern. (b) EDS line-scan profiles along the arrow in (a). (c, d) Results of a random high-angle boundary.

Other than the common Σ3 / (111) coherent twin boundary, the cross-sectional specimen of ion-irradiated sample further presents popularity of other types of CSL boundaries, such as Σ3 incoherent twin boundary and Σ9 boundary, as shown in Fig. III-2-27(a) and Fig. III-2-27(c), respectively. These features were not observed in the as-received sample; however, this may be just due to the limited sampling volume. Another feature of the cross-sectional specimen of ion-irradiated alloy 709 is the high density of linear defects seen in some specific grains (e.g., the lower-left of Fig. III-2-27(a) and the upper-right of Fig. III-2-27(c)), which seem to be edge dislocations along [002] direction and with $b = [1 \bar{1} 0]/2$. The origin of these defects may be FIB induced artifacts (18).
Fig. III-2-27. Various types of CSL boundaries in ion-irradiated alloy 709. (a, b) \( \Sigma 3 / (1\bar{1}1) \) coherent twin boundary and \( \Sigma 3 \) incoherent twin boundary. Twin plane is \( \bar{2}23 \) on the bottom side and \( \bar{4}411 \) on the top side. (c, d) \( \Sigma 3 / (1\bar{1}1) \) coherent twin boundaries and \( \Sigma 9 / (\bar{2}21) \) boundary at a triple junction.

Precipitates were also widespread in the cross-sectional specimen of Fe\(^{2+}\)-irradiated alloy 709. They were observed both within and outside the damage layer, and occasionally observed at grain boundaries (not shown here). As represented in Fig. III-2-38, all precipitates studied yet retain their MX (rocksalt) crystal structure in the as-received sample, and a composition close to \( \text{NbC}_{0.5}\text{N}_{0.5} \) (the C/N ratio may vary between precipitates). However, there is some indication that the composition of precipitates may be modified by ion irradiation. In Fig. III-2-3III-2-18(c) and Fig. III-2-38. Characterization of precipitates in Fe\(^{2+}\)-irradiated alloy 709. (a) HAADF image of a precipitate located within the damage layer. (c) HRSTEM image of the precipitate along [110] zone axis. (b, d) EDS line-scan profiles along the arrow in (a).8(g) the relative weight ratios of \( (\text{Cr}, \text{Fe}, \text{Ni})/(\text{Cr}+\text{Fe}+\text{Ni}) \), instead of their absolute contents, are plotted along the EDS line-scan. We notice that the \( \text{Cr}/(\text{Cr}+\text{Fe}+\text{Ni}) \) ratio was remarkably increased on the precipitate within the damage layer but was almost constant across the precipitate outside the damage layer. This suggests an enrichment of Cr in the MX precipitates induced by ion irradiation. Nonetheless, precipitates with other crystal structures were not observed.

Size distribution and number density of all precipitates resolved in the cross-sectional specimens were further quantified. Even though the sampling volume (approximately \( 10 \mu m \times 8 \mu m \times 0.2 \mu m \)) is still very limited, Fig. III-2-38. Characterization of precipitates in Fe\(^{2+}\)-irradiated alloy 709. (a) HAADF image of a precipitate located within the damage layer. (c) HRSTEM image of the precipitate along [110] zone axis. (b, d) EDS line-scan profiles along the arrow in (a).8(i) suggests an increase of mean size (as-received: \( \sim 72 \) nm; ion-irradiated: \( \sim 90 \) nm) and decrease of number density (as-received: \( \sim 2.8\times10^{12} \) cm\(^{-3}\); ion-irradiated: \( \sim 1.6\times10^{12} \) cm\(^{-3}\)) of precipitates induced by irradiation. On the other hand, no significant difference was seen in the size and density of precipitates within and outside the radiation damage layer.
Fig. III-2-38. Characterization of precipitates in Fe$^{2+}$-irradiated alloy 709. (a) HAADF image of a precipitate located within the damage layer. (c) HRSTEM image of the precipitate along [110] zone axis. (b, d) EDS line-scan profiles along the arrow in (a). (e) HAADF image of a precipitate located outside the damage layer. (g) HRSTEM image of the precipitate along [111] zone axis. (f, h) EDS line-scan profiles along the arrow in (e). (i) Size distribution of precipitates in the cross-sectional specimens of as-received and Fe$^{2+}$-irradiated samples.

**III-2-2-3. Fe$^{2+}$-irradiated 316H at 350 °C to 50 dpa**

The as-received 316H is mechanically polished to a surface roughness < 20 nm. After Fe$^{2+}$ irradiation at 50 dpa at 0.46 µm depth, 350 °C, 316H surface becomes rough with hill-shaped oxide structure, as shown in Fig. III-2-19.

Fig. III-2-19. Secondary electron image of 316H after Fe$^{2+}$ irradiation at 50 dpa at 0.46 µm depth, 350 °C. Sample is tilted 54°.
Fig. III-2-20 shows cross-sectional TEM images of Fe$^{2+}$-irradiated 316H sample. Irradiation creates a 1.75 μm thick damage layer below the surface, as shown by the dark contrast in Fig. 2-20(a). There are dislocation loops in the damaged zone, as shown by the dark dotty and line contrasts in Fig. III-2-20(a) and (b). No precipitates were observed under the surface.

Fig. III-2-20. TEM image of 316H after Fe$^{2+}$ irradiation at 50 dpa, 350 °C. (a) Bright field image with g=<111>. (b) Higher magnitude image from the square area in (a). The viewing direction is along <212>.

Fig. III-2-21 presents composition near a grain boundary in the damaged layer. The grain boundary is enriched in Ni and depleted in Fe, as shown in Fig. III-2-21(b) and (c). We did not observe segregation of Ni or other elements at grain boundary in the undamaged region.
Fig. III-2-21. Composition of the damaged area near grain boundary in 316H after Fe$^{2+}$ irradiation at 50 dpa, 350 °C. (a) HAADF image. (b) Fe profile. (c) Ni profile.

Fig. III-2-22 shows cross-sectional TEM images of dislocation loops in Fe$^{2+}$ irradiated 316H to 40 - 90 dpa at depths of 0.28 – 0.86 µm (right side close to surface) at 350 °C. Frank loops of Burger’s vector a/3<111> are shown in Fig. III-2-22(b). The average Frank loops size is 15 ± 1 nm at 50 dpa. Total density is $8.3 \times 10^{22}$ m$^{-3}$ at 50 dpa assuming equal density of four types of Frank loops.
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Fig. III-2-22. [110] zone [113] diffraction images of 350 °C Fe$^{2+}$ irradiated 316H. The cross-sectional image center is at a depth of 0.56 µm, about 0.57 dpa. Right side is close to irradiation surface. (a) Bright field image. (b) Rel-rod dark field image of a/3[111] Frank loops.

### III-2-2-4. Summary

A summary of microstructures in as-received and Fe$^{2+}$-irradiated 316H and 709 at 350 °C to 50 dpa is provided below:

1) Alloy 709 has a large fraction of CSL boundaries, e.g. coherent twin boundaries, which are insensitive to RIS. The random high-angle boundaries show slight segregation of Mo in as-received and are subject to segregation of Ni and depletion of Cr. Radiation-induced segregation of Ni was observed at grain boundary of 316H.

2) Precipitates were observed to form within grains and on grain boundaries of 709, all with a rocksalt structure and a composition close to NbC$_{0.5}$N$_{0.5}$. No other precipitates are formed during ion irradiation,
while the MX precipitates show substantial ripening. No precipitates were found in 316H before or after irradiation.

3) Alloy 709 is only slightly oxidized during Fe$^{2+}$ irradiation. 316H oxidized severely.

4) Both Fe$^{2+}$-irradiated 316H and 709 have a radiation damage layer about 1.75 µm thick that contains high density of defects, including interstitial-type Frank loops and perfect loops with sizes ~10 nm. Average Frank loop size is similar in 316 H and 709, about 15 nm at 50 – 58 dpa. Higher Frank dislocation loop density is found in Fe$^{2+}$ irradiated 316H than in 709.

III-2-3. Fe$^{2+}$-irradiated 709 and crept/ thermally aged 709 (1101, 1106) at 670 °C to 50 dpa

III-2-3-1. Fe$^{2+}$-irradiated 709 at 670 °C to 50 dpa

Fig. III-2-23 shows cross-sectional STEM images of alloy 709 irradiated with Fe$^{2+}$ to 50 dpa (0.46 µm depth) at 670 °C. Fig. III-2-23(a) is a high angle annular dark field (HAADF) image. Sample surface was sputtered away during focused ion beam milling. The blue line indicates end of the surface damage layer from Fe$^{2+}$ irradiation. Particles ~ 100 nm and larger are present both in and out of the damaged layer. Arrows indicate such particles in the damaged region.
Fig. III-2-23. STEM and EDS characterization of 670 °C, 50 dpa Fe\(^{2+}\) irradiated alloy 709. (a) HAADF image of a cross-sectional TEM sample. Ion irradiation damaged region is from top edge to blue line. Arrows indicate particles of \(~100\) nm large. (b) Annular bright field image of a particle \(~100\) nm large. (c-d) EDS peak intensity profiles cross the particle in (b). (e-g) ABF images of small particles \(~10\) nm in the damaged region. (h-j) EDS intensity profiles across the particle in (g).

The particles \(~100\) nm in size is shown in Fig. III-2-23 (b-d) is NbCN. There are also small precipitates \(~10\) nm in size found in the damaged region, as shown in Fig. III-2-23 (e-j). We have not found such particles in undamaged region. The fringe contrast in particles is Moiré fringe produced from electron scattering.
through two difference lattices. Assuming in Fig. III-2-23 (f) the matrix <211> zone \{111\} and \{220\} planes are parallel to two lattice planes in the particle, the Moiré fringe spacing is \( D = \frac{d_1 d_2}{|d_1 - d_2|} \). D is 7.925 Å along matrix FCC Fe plane \{220\} \((d_1= 1.263 \, \text{Å})\), then the particle plane distance is \( d_2 = \frac{D d_1}{D \pm d_1} \), 1.09 Å or 1.50 Å. For the other plane parallel to matrix \{111\} \((d_1= 2.062 \, \text{Å})\), as Moiré fringe has distance \( D= 12.41 \, \text{Å} \), the particle plane distance is \( d_2= 1.77 \, \text{Å} \) or 2.47 Å.

Fig. III-2-23 (h-j) confirms the Nb and C components, and possibly Cr and N as well in small precipitates. Z-phase CrNbN has a tetragonal lattice with lattice parameters \( a= 3.037 \, \text{Å} \) and \( c= 7.391 \, \text{Å} \). Along <010> zone the interplanar distances of Z-phase are 1.85 Å for \{004\} and 1.52 Å for \{200\}. They match with Moiré fringe calculation. Because of the presence of Cr and N it is speculated that the small particles are Z-phase CrNbCN.

Fig. III-2-24 shows particles segregated at the unirradiated grain boundary. EDS measured them to be \( M_xC_y \) where M includes Cr, Mn, Mo, Nb.

![Fig. III-2-24](image)

**Fig. III-2-24.** Precipitates along unirradiated grain boundary in alloy 709 undergone the same thermal history of 670 °C 50 dpa Fe\(^{2+}\) irradiation. (a) ABF image. White arrow indicates a precipitate. Red arrow is the EDS line scan path. (b) EDS peak intensity.

Fig. III-2-25 shows a grain boundary at 0.6 µm depth, about 62 dpa. EDS measured Ni, Mn segregation and Fe, Cr depletion at the grain boundary.
Fig. III-2-25. Grain boundary in alloy 709 irradiated by Fe$^{2+}$ to 62 dpa (0.6 µm depth) at 670 °C. (a) ABF image. (b) EDS-measured Fe, Cr, Ni, Mn compositions along the red arrow in (a).

Fig. III-2-26 shows TEM images of dislocations in the damaged region of 709 from Fe$^{2+}$ irradiation to 50 dpa at 670 °C. End of the damage region is indicated by the white line in Fig. III-2-26 (a). At left is undamaged sample region. Dislocation density in the damaged region is higher than undamaged region. Fig. 2-26 (b) and (c) are the same damaged area under $<02\overline{2}>$, $<\bar{1}1\bar{1}>$ diffraction, respectively. There are no Frank dislocation loops but dislocation network. Some dislocations in Fig. III-2-26 (b) are not visible in Fig. 26 (c), their Burger’s vector is therefore perpendicular to $<\bar{1}1\bar{1}>$. They are perfect dislocation with $b=\frac{a}{2}<1\overline{1}0>$.

Fig. III-2-26. TEM bright field images of alloy 709 irradiated to 50 dpa at 670 °C with Fe$^{2+}$. The diffraction conditions are: (a) multiple diffraction beams on $<2\overline{1}1>$ zone; (b) $\{02\overline{2}\}$ diffraction; (c) $\{\bar{1}1\bar{1}\}$ diffraction.

III-2-3-2. Fe$^{2+}$ ion irradiated 1101 at 670 °C to 50 dpa
1101 is alloy 709 undergone creep rupture/thermal annealing for 17,106 hours at 600 °C. Fig. III-2-27 shows a cross-sectional image of 1101 after Fe\textsuperscript{2+} irradiation to 50 dpa at 0.46 µm depth at 670 °C. Arrow indicates the 1.7 µm damage depth at the surface. Big particles ~ 1 µm long occupy the grain boundary. Smaller particles of a few hundred nanometers are present inside grains. Some inner grain particles align with each other along a straight line, as shown in the bottom grain of Fig. III-2-27. It suggests heterogeneous precipitate formation at piled dislocations. Main irradiation defects are dislocations.

Fig. III-2-27. Annular bright field cross-sectional image of 1101 after Fe\textsuperscript{2+} irradiation at 670 °C to 50 dpa. Top grain is nearly along <211> zone. Arrow indicates surface damage region.

Fig. III-2-28 shows an undamaged M\textsubscript{23}C\textsubscript{6} particle inside a grain in 1101. EDS measured its components are Cr, Fe, Mo, Nb and C (Fig. III-2-28c, d). The ratio of metal components are (89.2±0.4)Cr-(6.2±0.8)Fe-(3.3±0.1)Mo-(0.17±0.07)Nb (at. %). The high-resolution image in Fig. III-2-28(b) matches with Cr\textsubscript{23}C\textsubscript{6} lattice along <211> zone. The orientation relationship between the M\textsubscript{23}C\textsubscript{6} particle in Fig. III-2-28 (a) and matrix is <211\textsubscript{particle} // <211\textsubscript{matrix}, <\overline{1}11\textsubscript{particle} // <\overline{1}11\textsubscript{matrix}, <02\overline{2}\textsubscript{particle} // <02\overline{2}\textsubscript{matrix}, i.e., the same lattice orientation for both M\textsubscript{23}C\textsubscript{6} particle and FCC Fe matrix.
Fig. III-2-28. TEM characterization of undamaged M$_2$C$_6$ particles in 1101. (a) Annular bright field image. (b) High resolution high angle annular dark field image with inset of Cr$_{23}$C$_6$ atomic column model along <211> (blue spheres as Cr, bronze spheres as C). (c) EDS peak intensity across the red arrow in (a); (d) EDS measured metal composition in all metal components.

Fig. III-2-29 shows two damaged M$_2$C$_6$ particles inside grain (a, b, 94 dpa) or along the grain boundary (c, d, 69 dpa). The metal component ratio is (92.2±1.0)Cr-(3.5±1.1)Fe-(3.1±0.1)Mo-(0.07±0.07)Nb, (83.3±0.8)Cr-(13.2±0.9)Fe-(2.4±0.1)Mo, for the damaged inner grain particle and grain boundary particle, respectively.
Fig. III-2-29. TEM characterization of damaged M$_{23}$C$_6$ particles in 1101. (a, b) ABF image and metal component ratio of a damaged particle at 1.08 µm, about 94 dpa. (c, d) A damaged particle at grain boundary, 0.66 µm depth, 69 dpa.

Results of M$_{23}$C$_6$ particle analysis in Figs. III-2-28 and III-2-29 suggest that (1) M$_{23}$C$_6$ phase in 1101 is mainly composed of Cr and C, with minor composition of Fe, Mo, and Nb; (2) M$_{23}$C$_6$ at grain boundary has higher concentration of Fe, less Cr, Mo and Nb than M$_{23}$C$_6$ particles inside grain; (3) Irradiation appeared to drive Cr into M$_{23}$C$_6$ and Fe, Nb out of M$_{23}$C$_6$.

Fig. III-2-30 shows undamaged particles a few nanometers to about 10 nm large. They are rich in Nb from EDS measurement. Moiré fringe space in Fig. III-2-30(b) is 1.27 nm along matrix <111> direction. Assuming one particle lattice plane is parallel to matrix (11̅1), the interplanar distance of the particle is calculated from $Dd_1/(D \pm d_1)$ to be 0.17 nm or 0.24 nm, which may belong to NbCN (2̅02) (0.16 nm). D, d$_1$ are Moiré fringe space and matrix (11̅1) plane distance (0.203 nm), respectively. The orientation relationship may be $<323>_{\text{NbCN}} // <211>_{\text{matrix}}$, $<202>_{\text{NbCN}} // <111>_{\text{matrix}}$, $<13\bar{1}>_{\text{NbCN}}$ (plane distance 0.13 nm) // $<0\bar{2}2>_{\text{matrix}}$ (plane distance 0.12 nm).
Fig. III-2-30. Annular bright field image of Nb-rich particles in undamaged 1101. Arrowed indicated particles in (a) are displayed in (b).

Fig. III-2-31 shows a damaged (CrMoNbMn)$_3$Ni$_2$Si particle along the grain boundary. The damage level is about 15 dpa post-irradiation peak. Right side of the image has higher damage level. High resolution ABF image matches with Cr$_3$Ni$_2$Si structure along <211> zone (Fig. 2-31b). Compositional profile in Fig. III-2-31 (c) shows increasing Cr concentration, and decreasing Ni, Mo, Nb concentration along the electron beam scanning direction, where damage level increased from 6 dpa to 30 dpa, suggesting irradiation-induced Cr enrichment and Ni, Mo, Nb depletion in the M$_3$Ni$_2$Si particle.

Fig. III-2-31. Annular bright field images (a, b), and EDS-measured composition profile of a damaged (CrMoNbMn)$_3$Ni$_2$Si particle on grain boundary. EDS was acquired along the red arrow in (a), where the center is located at 1.36 μm depth, about 15 dpa. Inset in (b) is Cr$_3$Ni$_2$Si atomic column model along <211> zone. Blue spheres are Ni, white and purple are Cr, and gray are Si.
III-2-3-3. As-received and Fe$^{2+}$ ion irradiated 1106 at 670 °C to 50 dpa

Sample 1106 is alloy 709 after creep rupture/thermal annealing at 700 °C for 16,448 hours. To study precipitates in as-received 1106 the sample was mechanically polished, etched in Glyceregia and analyzed using SEM and EDS. Fig. III-2-32 presents a secondary electron image and elemental mapping in atomic percent.
Fig. III-2-32. Secondary electron image (the top left panel) and Fe, Cr, Si, Mo, Mn compositional maps in as-received 1106.

Fig. III-2-32 shows micron-scale particles along the grain boundary and inside grains that are rich in Cr, Mo, Mn, or Si. There are overlapping between Cr and Si-rich areas. However, some Cr-rich particles do not have Si composition. Therefore, there are two types of micron-scale particles, Cr-rich and Cr, Si-rich. TEM study of irradiated 1106 (Fig.s 32 and 33) verified those are M_{23}C_6 and M_{3}Ni_2Si-type particles, where the major component of M is Cr. SEM measured the average size of micron-scale M_{23}C_6 and M_{3}Ni_2Si particles to be 0.8 µm and 0.76 µm, respectively. Occupation of grain boundary site by M_{23}C_6 is about 52 %, 43 % by M_{3}Ni_2Si.

Fig. III-2-33 shows cross-sectional TEM images of 1106-1 irradiated with Fe^{2+} to 50 dpa at 0.46 µm depth at 670 °C. Irradiation damage depth is calculated to be 1.6 µm using SRIM. The damage depth is shown by an arrow in Fig. III-2-33(a). Dense dislocations are found within ~ 1.2 µm deep surface region. Fig. III-2-33(b) shows a <001> zone annular bright field (ABF) image of dislocations in the damaged region.

Fig. III-2-33. STEM characterization of 1106-1, irradiated with Fe^{2+} to 50 dpa at 0.46 µm at 670 °C. (a, b,) ABF images.

Fig. III-2-33(a) shows that large precipitates ~ 1 µm in size are present along the grain boundary. Fig. III-2-34(a) shows ABF image of a large particle. Composition of the particle was measured to be 42.0Cr-35.6Ni-12.3Si-5.5Mo-4.4N-0.2Nb (at. %) with energy dispersive x-ray spectroscopy (EDS) (Fig. III-2-34b). Electron diffraction pattern of a different Cr, Ni, Si-rich particle is shown in the upper panel of Fig. III-2-
34(c). The lower panel is a calculated <001> diffraction pattern of Cr₃Ni₂Si using PDF-4+ 2016. The experimental diffraction pattern includes planes of the same interplanar distance with Cr₃Ni₂Si {022} (3.75 Å). However, it shows forbidden Cr₃Ni₂Si {002} diffractions. The crystal structure thus may have less symmetry and is slightly different from Cr₃Ni₂Si.

Fig. III-2-34. TEM characterization of a (CrMoNb)₃Ni₂Si(N) precipitate in 1106-1, irradiated with Fe^{2+} to 41 dpa (center of the particle, 0.32 µm from irradiation surface) at 670 °C. (a) ABF images; (b) EDS peak intensity profiles; (c) Electron diffraction pattern (upper panel) and calculated Cr₃Ni₂Si <001> diffraction pattern (lower panel).

Fig. III-2-35(a-b) shows a particle along the grain boundary in the damaged region. EDS verifies it is rich in Cr and C. The high-resolution image in Fig. III-2-35(b) matches with Cr₂₃C₆ lattice <123> zone (shown in inset) where blue and brown spheres represent Cr and C atoms, respectively. There are dark and light contrast domains ~ 10 nm in ABF images of the particles, as shown in Fig. III-2-35(a) and (c). Fig. III-2-35(c) shows another Cr, C-rich particle inside the damaged region. The EDS peak intensity profile shows dark contrast domains have higher Fe concentration and less Cr than light contrast area, as shown in Fig. III-2-35(d). The Cr₂₃C₆ particles are chemically heterogeneous.
Fig. III-2-35. TEM characterization of (CrMo)$_{23}$C$_6$ precipitates in 1106-1, irradiated with Fe$^{2+}$ to 50 dpa at 0.46 µm depth at 670 °C. (a, c, e) ABF images; (b) HAADF image. Inset is Cr$_{23}$C$_6$ lattice $<123>$ zone where blue and brown spheres represent Cr and C atoms, respectively. (f) EDS peak intensity profile of the precipitate indicated by arrow in (e). (g) Upper panel: HAADF lattice images with inset of Cr$_{23}$C$_6$ $<111>$ lattice. Lower panel: electron diffraction patterns.
Fig. III-2-33(a) and Fig. III-2-35(e-g) show large columnar shape precipitates along the grain boundary and inside grains. Their long axes align with each other. EDS peak intensity profile in Fig. III-2-35(f) shows Cr, Mo, and C are rich in the precipitates. A high-resolution image and diffraction pattern in Fig. III-2-35(g) correspond to Cr$_2$3C$_6$<111> lattice and <123> zone diffraction, respectively. The long axis of precipitates is found to be along [110].

Fig. III-2-36(a-c) shows small particles about 20-50 nm large that are composed of Nb, Cr, C, and N. These particles align in a row, or align along dislocations, as shown in Fig. III-2-36(c).
Fig. III-2-36. TEM characterization of smaller precipitates in 1106-1, irradiated with Fe$^{2+}$ to 50 dpa at 0.46 μm depth at 670 °C. (a, c, d, f) ABF images; (b, e, g) EDS peak intensity profiles of the particles to the left.

Fig. III-2-36(d-e) shows a particle ~ 80 nm composed of Ni and Si. The core of the particle is rich in Nb. Fig. III-2-36(f-g) shows another particle with a Nb-rich core. However, the particle is composed of Cr, Mo, C, N and is possibly (CrMo)$_{23}$(CN)$_6$.

In summary, sample 1106 has large precipitates ~ 1 μm along the grain boundary. They are (CrMo)$_{23}$(CN)$_6$ and (CrMoNb)$_3$Ni$_2$Si(N). Columnar (CrMo)$_{23}$(CN)$_6$ particles align with each other along <110> crystalline direction. Smaller particles tens of nanometers large are present inside grains. They include (CrMo)$_{23}$(CN)$_6$, (CrMoNb)$_3$Ni$_2$Si(N), (NbCr)$_3$(CN)$_y$, Ni$_x$Si$_y$. (NbCr)$_3$(CN)$_y$ particles appear to align along dislocations. Nb core is also found in Ni$_x$Si$_y$ particles and some (CrMo)$_{23}$(CN)$_6$ particles.

**III-2-3-4. Fe$^{2+}$ ion irradiated model 709 (FeCrNi) at 670 °C, 50 dpa**

Fig. III-2-37 shows a cross-sectional image of model 709 (55Fe-20Cr-25Ni in wt. %) after Fe$^{2+}$ irradiation at 670 °C to 50 dpa at 0.46 μm. Voids are present. Volume increase (swelling) from voids is calculated to be 14 % in the whole damaged region (surface to 1.65 μm depth, up to 100 dpa).
Fig. III-2-37. HAADF cross-sectional image of model 709 after Fe$^{2+}$ irradiation at 670 °C to 50 dpa. Fig. III-2-38 shows grain boundary at depth of 0.34 µm, about 43 dpa. Irradiation-induced Ni segregation, Fe and Cr depletion at the grain boundary.

Fig. III-2-38. Grain boundary in model 709 irradiated by Fe$^{2+}$ ions at 670 °C to 43 dpa (0.34 µm depth). (a) ABF image. (b) EDS measured composition along the red arrow in (a).

Fig. III-2-39 show voids at 0.95 µm depth, about 99 dpa. Ni enrichment, Fe and Cr depletion take place near the sidewall of voids.
Fig. III-2-39. Void in model 709 after Fe\textsuperscript{2+} ion irradiation at 670 °C to 99 dpa (0.95 µm depth). (a) HAADF image. (b) EDS measured compositional profile along the red arrow in (a).

**III-2-3-5. Summary**

Microstructure of Fe\textsuperscript{2+} irradiated alloy 709, thermal annealed 709 (1101, 1106) and model 709 to 50 dpa at 670 °C is summarized below:
1) Dislocations are the main defect. There are no Frank loops.
2) Irradiation-induced Cr, Fe depletion, Ni, Mn segregation at grain boundary in alloy 709, and Cr, Fe depletion, Ni segregation at the grain boundary and void periphery in model 709.
3) Irradiation produced new Z-phase CrNbN ~ 10 nm in alloy 709.
4) Precipitates M\textsubscript{23}C\textsubscript{6} and M\textsubscript{3}Ni\textsubscript{2}Si in 1101, M\textsubscript{23}C\textsubscript{6}, M\textsubscript{3}Ni\textsubscript{2}Si, Ni\textsubscript{x}Si\textsubscript{y} in 1106 are results of creep-rupture/thermal annealing. No new precipitates have been found in 1101 and 1106 after Fe\textsuperscript{2+} ion irradiation at 670 °C up to 100 dpa (50 dpa at 0.46 µm depth). But irradiation-induced Cr enrichment in M\textsubscript{23}C\textsubscript{6} and M\textsubscript{3}Ni\textsubscript{2}Si.
5) Voids were created in model 709 after rastered ion beam irradiation, but not in alloy 709 and 1101, 1106.

**III-2-4. As-received and Fe\textsuperscript{2+} irradiated G91 and G92 at 350 °C, 50 dpa**

Grade 92, or G92, is a ferritic alloy of composition Fe-9Cr-2W-0.4Mo-0.4Mn-(VNbCN) in weight percentage. Grade 91, or G91, is a commercial alloy of composition Fe-9Cr-1Mo-0.2V-0.1C-0.1Nb to benchmark G92.

**III-2-4-1. As-received G91**
Fig. III-2-40 shows precipitates in as-received G91. Some precipitates are larger than 100 nm and mainly distributed along the grain boundary, as indicated by arrows in the annular bright field (ABF) image of Fig. III-2-40(a). Other precipitates are about a few tens of nanometers in size, distributed along the grain boundary and inside grains. They display dark contrast in high angle annular dark field (HAADF) image as indicated by arrows in Fig. III-2-40(b).
Fig. III-2-40. TEM characterization of precipitates in as-received G91. (a) Annular bright field (ABF) image. (b) High angle annular dark field (HAADF) image of the same area of (a). (c) ABF image. (d) X-ray energy dispersive spectroscopy (EDS) peak intensity profile along the red arrow in (c). (e) BF image. (f) electron diffraction pattern of the particle indicated by arrow in (e). (g) HAADF image. (h) EDS peak intensity profile along the arrow in (g). (i) ABF image. (j) HAADF image of the same area of (i). (k) EDS peak intensity profile along the arrow in (i).

Fig. III-2-40(c, d) show a large particle and x-ray energy dispersive spectroscopy (EDS) line scan along the particle. The main components are Cr, C with small composition of Mo and V. Fig. 2-40(e, f) show one other large particle and the electron diffraction pattern at the particle region. Arrows in Fig. III-2-40(f) indicate diffraction spots corresponding to Cr$_{23}$C$_6$ <210> zone diffraction. The particles a few hundred nanometers large are identified as (CrMoV)$_{23}$C$_6$.

Fig. III-2-40(g, h) show smaller particles with dark contrast in HAADF images are V(Nb)CN. A third type of particle is shown in Fig. III-2-40(i-k). It displays a brighter contrast in HAADF image. EDS analysis shows it is Nb(V)CN.

**III-2-4-2. As-received G92**

Fig. III-2-41 shows a HAADF image of as-received G92. Precipitate composition was measured with EDS. Like G91, there are small V(Nb)CN, Nb(V)CN precipitates about a few tens of nanometers in size, as indicated by red and black arrows, respectively, in Fig. III-2-41. White arrows indicate (CrWMoV)$_{23}$C$_6$ particles that are generally larger than 100 nm.
Fig. III-2-41. HAADF image of as-received G92. Precipitates indicated by arrows are: (CrWMoV)$_{23}$C$_6$ – white arrows, V(Nb)CN – red, Nb(V)CN – black.

As-received G91 and G92 have similar type of precipitates: M$_{23}$C$_6$ and MX. The difference is the composition of M$_{23}$C$_6$: (CrWMoV)$_{23}$C$_6$ in G92 and (CrMoV)$_{23}$C$_6$ in G91.

**III-2-4-3. Fe$^{2+}$ irradiated G91 at 50 dpa 350 °C**

Fig. III-2-42 shows images of G91 after Fe$^{2+}$ irradiation at 350 °C for 50 dpa at 0.46 µm. There are piled up dislocations, as indicated by red arrows in Fig. III-2-42(a). Fig. III-2-42(b) shows a region of G91 at 50 dpa damage. Sample thickness is about 40 nm. Black spots at the center of the image are dislocation loops. Fig. III-2-42(c) is an annular bright field image along $<110>$ zone at a depth of 0.62 µm, about 62 dpa. Dislocation loops are mainly $<001>$ type, as indicated by the arrows. The size of dislocation loops is 3.2±1.8 nm at 46 dpa with a density of 9.8×10$^{22}$ m$^{-3}$ for features $>$ 1.5 nm and visible along $<110>$ zone. It is smaller than dislocation loops in irradiated G92 (Fig. III-2-46).
Fig. III-2-42. Cross-sectional images of G91 after Fe$^{2+}$ irradiation at 350 °C. (a) BF image. [110] zone (110) diffraction. Center of image is at 0.86 µm depth with damage level about 88 dpa. (b) BF image. [110] zone (110) diffraction. Image center is at 0.49 µm depth, about 50 dpa. (c) ABF image on [110] zone. Arrow indicated <001> dislocation loops.

Fig. III-2-43 shows a M$_{23}$C$_6$ particle at a depth of 0.33 µm, about 41 dpa. The electron diffraction pattern in Fig. III-2-43(b) shows amorphous particle and crystalline matrix.

Fig. III-2-43. (a) Bright field image, (b) Electron diffraction pattern at the arrow indicated M$_{23}$C$_6$ particle and surrounding area in (a).

Fig. III-2-44 shows irradiated grain boundaries at 99 dpa (red arrow position) and 77 dpa (blue arrow position). Fig. III-2-44(b, c) shows segregation of Cr, Si, Ni, and depletion of Fe at the grain boundaries.
Fig. III-2-44. Irradiated grain boundary in G91. (a) ABF image. (b) EDS measured compositional profile along the red arrow in (a) at a depth of 0.98 µm, about 99 dpa. (c) Compositional profile along the blue arrow at a depth of 0.77 µm, about 77 dpa.

**III-2-4-4. Fe$^{2+}$ irradiated G92 at 50 dpa 350 °C**

Fig. III-2-45 shows G92 after 3.7 MeV Fe$^{2+}$ irradiation at 350 °C for 50 dpa at 0.46 µm. Irradiation produced a surface damage region 1.9 µm deep. (CrWMoV)$_{23}$C$_6$ and V(Nb)CN particles were found in the damaged region by EDS. A (CrWMo)$_{23}$C$_6$ particle at 0.88 µm depth is shown in Fig. III-2-45(b). The damage level is 90 dpa according to SRIM calculation. Fig. III-2-45(c) is an electron diffraction pattern of the particle, showing the M$_{23}$C$_6$ particle is amorphized. Another M$_{23}$C$_6$ particle at 0.34 µm deep, 42 dpa, was also found amorphous.
Fig. III-2-45. Cross-sectional TEM images of G92 after Fe$^{2+}$ irradiation at 350 °C to 50 dpa at 0.46 μm depth. (a) ADF image. (b) ADF image of a particle from arrow indicated position in (a). (c) Nanobeam electron diffraction of the particle in (b).

Fig. III-2-46 (a, b) show BF images of dislocation loops in irradiated G92. The loops in Fig. III-2-46(a) lie on {100} planes and {111} planes, as indicated by red and blue arrows, respectively. They are two types of loops: one with Burgers vector $<\overline{1}00>$, the other $\frac{1}{2}$$<\overline{1}11>$. Sample thickness at Fig. III-2-46(b) is 87 ± 3 nm, measured with electron energy loss spectroscopy (EELS). The size of dislocation loops is 9.1±6.4 nm, with a density of $4.5\times10^{22}$ m$^{-3}$ at 50 dpa.

Fig. III-2-46. (a) BF image under [110] zone (\h10) two beam diffraction at sample depth 0.58 μm, corresponding to 58 dpa. (b) Higher magnification BF image under [110] zone (\h10) diffraction at about 0.6 μm depth, 59 dpa. (c) Electron diffraction of area in (b).

Fig. III-2-47 shows composition across a grain boundary at a depth of 0.48 μm, about 50 dpa. Ni, Si, Cr segregated while Fe depleted at the grain boundary.
III-2-4-5. Summary

Microstructures of as-received and irradiated alloys G91 and G92 by Fe$^{2+}$ irradiation at 350 °C to 50 dpa are summarized below:

1) Precipitates in as-received G91 and G92 are similar: (CrMoV)$_{23}$C$_6$, (V,Nb)(CN) in G91, (CrMoVW)$_{23}$C$_6$ and (V,Nb)(CN) in G92.

2) Irradiation amorphized M$_{23}$C$_6$ particles in both alloys above about 40 dpa.

3) Irradiation-induced Ni, Si, Cr segregation, and Fe depletion at grain boundaries in both alloys.

4) Dislocation loops of $<100>$ and $a/2<111>$ types developed after irradiation in both alloys. However, dislocation loops in G91 are smaller with higher density than that in G92.

III-2-5. Defocused ion beam irradiation of alloy 709 to 75 dpa at 600 °C

One non-rastering/ defocused 3.5 MeV Fe$^{2+}$ ion beam irradiation was carried out on alloy 709 at 600 °C to 75 dpa at 0.43 μm depth (150 dpa peak damage). Fig. 2-48 shows the cross-sectional images of irradiated 709. The surface damage region, indicated by the white arrows, appear to have similar dislocation density to that of the undamaged region. The dislocation line shapes, however, are different: mostly curved in the damaged region and both straight and curved in the undamaged region (Fig. III-2-48b). There are no Frank loops. Precipitates ~ 100 nm in size shown in Fig. III-2-48 are mainly Nb(CN). One (NbCr)(CN) particle of 100 nm size was found in the undamaged region. The red arrow in Fig. III-2-48 (b) indicates a (CrMnMo)$_x$C$_y$ particle at the unirradiated grain boundary.
Fig. III-2-48. ABF cross-sectional images of 600 °C Fe$^{2+}$ irradiated 709 with defocused ion beam. White arrows indicate the damaged depth. (a) A lower magnification image. (b) A higher magnification image with the central grain on <110> zone.

Fig. III-2-49 shows grain boundary composition in both irradiated region (Fig. III-2-49 a) and unirradiated region (Fig. III-2-49 b). The measured grain boundary in Fig. 2-49 (a) is at 0.3 µm depth, about 64 dpa. Ni and Si segregation is found in the irradiated grain boundary. Fig. III-2-49 (b) shows that Ni segregation and Cr depletion also took place in the unirradiated grain boundary.
Fig. III-2-49. ABF image (left panels) and EDS peak intensity (right panels) of grain boundary in the irradiated region (a) and unirradiated region (b) of 709.

In summary, defocused ion beam irradiation of 709 at 600 °C to 75 dpa resulted in dislocations. Si and Ni segregation was found at the irradiated grain boundary. Thermal annealing during irradiation at 600 °C for 24.0 hours generated (CrMoMn)$_x$C$_y$ particles at the grain boundary. Si segregation and Cr depletion were also found at the unirradiated grain boundary.

NiSi-rich particles ~ 100 nm in size have been reported in defocused Fe$^{2+}$ beam irradiated 709 at 600 °C with the same beam energy, fluence and flux (19). Such particles have not been found in this study.

**III-2-6. A new swelling measurement method with TEM and EELS**

We have developed a method to measure irradiation-induced swelling when voids are too small to be detected in TEM images, using plasmon energy loss spectroscopy (EELS). Fig. III-2-50(a) shows the annular dark field (ADF) image of Fe$^{2+}$ irradiated 316H up to 100 dpa at 350 °C. Fig. 2-50(b) shows an EELS spectrum collected at 1.84 µm depth along the red line in Fig. III-2-50(a). From the intensity ratio of zero loss peak and plasmon peak, the sample thickness was calculated to be 0.79$\lambda$, where $\lambda$ is the electron inelastic mean free path. The experimental data was fitted in $f(x) = y_0 + A \times \exp\{-[(x-x_0)/\text{width})^2]\} + B \times x$. The fitting function is sought to match data trend near the top of plasmon peak without considering physical meaning. It yields plasmon peak energy 25.95 eV.
Fig. III-2-50. Fe$^{2+}$ irradiated 316H up to 100 dpa at 350 °C. (a) Annular dark field image. (b) EELS spectrum acquired at a given point along the red line in (a). Fifty spectra were acquired at fifty points equally spaced along the line. Fitting of plasmon peak top region was performed using $f(x) = y_0 + A \times \exp\{-[(x-x_0)/\text{width})^2]+B \times x$.

Assuming valence electrons to be free moving electrons, the square of plasmon peak energy $E_p^2$ is proportional to valence electron volume density $\rho$. A TEM sample is a thin membrane usually about 100 nm thick. It inevitably contains a surface layer of either oxide, sample preparation damage or other structures having different electron density from intrinsic material. Fig. III-2-51 shows a schematic cross-section of a TEM specimen. $\rho$ and $t$ represent valence electron density and sample thickness, respectively.

![Schematic Cross Section of TEM Specimen](image)

**Fig. III-2-51.** A schematic cross section of the TEM specimen showing intrinsic base material with valence electron density $\rho$ and surface layer with electron density $\rho_s$ and thickness $t_s$. The total thickness is $t$.

Plasmon energy is related to the average electron density:

$$E_p^2 = C \times \bar{\rho} = C \times \frac{\rho_s(V - V_2) + \rho_s V_2}{\nu} = C \times \frac{\rho(t-t_s) + \rho_s t_s}{t} = C[\rho - (\rho - \rho_s) \frac{t_s}{t}]$$

(1)

Where $C$ is a constant. Fig. III-2-52(a) plots $E_p^2$ versus depth of EELS data. From the difference of $E_p^2$ between damaged and undamaged materials, swelling is determined as $\frac{E_{p,u}^2}{E_{p,d}^2} - 1$ and is shown in Fig. 2-52(b). SRIM calculated ion concentration is also plotted. SRIM calculation uses 3.7 MeV Fe$^{2+}$ into 316H (Fe...
balance-17Cr-10Ni-2Mo-2Mn in weight percentage, 7.86 g/cm³) and displacement energy values of 40 eV for Fe, Cr, Ni, Mn and 60 eV for Mo.

Fig. III-2-52. Swelling measurement of Fe^{2+} irradiated 316H up to 100 dpa at 350 °C. (a) Plasmon peak energy square vs. depth in the damaged region after sample thickness correction. (b) Swelling profile (ion concentration is obtained from SRIM calculations).

Swelling appears to correlate inversely with ion implantation depth profile, i.e., large at the surface and gradually decreasing with depth. Near the implantation peak material is denser than intrinsic state. It swells at depths beyond implantation peak, but the magnitude of swelling is small. On average swelling is 0.15 ± 0.05 % at depths of 0.16 - 1.85 µm 316H after Fe^{2+} irradiation up to 100 dpa at 350 °C.

### III-3. Mechanical Property Testing of Alloys

Ion-irradiated alloys have been characterized with nanoindentation, including 709, FeCrNi (model 709), 316H, G91, G92, and three creep-ruptured 709 samples designated as 1101 (thermally aged for 17,106 hours at 600 °C), and 1106 (16,448 hours at 700 °C). Iron irradiation generated a surface damage layer about 1.5 µm thick. Tables III-3-1 to III-3-3 list the nanohardness at indenter displacement of 1 µm of the undamaged and irradiation damaged samples.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Dpa</th>
<th>Hardness (GPa) 316H</th>
<th>709</th>
<th>FeCrNi</th>
</tr>
</thead>
</table>

Table III-3-1. Nanohardness at 1 µm indent displacement of unirradiated and irradiated alloys 709, 316H, and FeCrNi (model 709).
<table>
<thead>
<tr>
<th>Ion</th>
<th>T (°C)</th>
<th>Dpa</th>
<th>Hardness (GPa) 1101</th>
<th>1105</th>
<th>1106</th>
<th>1101</th>
<th>1105</th>
<th>1106</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unirradiated</td>
<td>Irradiated</td>
<td>Unirradiated</td>
<td>Irradiated</td>
<td>Unirradiated</td>
<td>Irradiated</td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>50</td>
<td>2.93±0.06</td>
<td>3.67±0.05</td>
<td>2.80±0.04</td>
<td>2.2±0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>15</td>
<td>2.1±0.1</td>
<td>2.4±0.1</td>
<td>2.48±0.08</td>
<td>2.8±0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>2.5</td>
<td>2.4±0.1</td>
<td>2.9±0.1</td>
<td>2.40±0.09</td>
<td>2.71±0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>670</td>
<td>50</td>
<td>2.6±0.3</td>
<td>2.6±0.2</td>
<td>2.7±0.1</td>
<td>2.7±0.1</td>
<td>1.94±0.06</td>
<td>1.7±0.1</td>
</tr>
</tbody>
</table>

Table III-2. Nanohardness at 1 µm indent displacement of unirradiated and irradiated samples 1101, 1105, and 1106.

<table>
<thead>
<tr>
<th>Ion</th>
<th>T (°C)</th>
<th>Dpa</th>
<th>Hardness (GPa) G91</th>
<th>G92</th>
<th>316H</th>
<th>709</th>
<th>FeCrNi</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unirradiated</td>
<td>Irradiated</td>
<td>Unirradiated</td>
<td>Irradiated</td>
<td>Unirradiated</td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>50</td>
<td>3.6±0.1</td>
<td>3.45±0.09</td>
<td>3.6±0.1</td>
<td>3.45±0.09</td>
<td>3.6±0.1</td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>15</td>
<td>2.71±0.06</td>
<td>3.16±0.04</td>
<td>2.79±0.07</td>
<td>2.99±0.08</td>
<td>2.79±0.07</td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>2.5</td>
<td>2.72±0.04</td>
<td>2.78±0.05</td>
<td>2.61±0.06</td>
<td>2.72±0.07</td>
<td>2.61±0.06</td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>670</td>
<td>50</td>
<td>2.81±0.07</td>
<td>2.83±0.07</td>
<td>2.71±0.09</td>
<td>2.83±0.07</td>
<td>2.71±0.09</td>
</tr>
</tbody>
</table>

Table III-3. Nanohardness at 1 µm indent displacement of unirradiated and irradiated alloys G91, G92.

Tables III-3-4 to III-3-6 list irradiation-induced hardening defined as percentage of hardness increase from unirradiated samples to irradiated samples.

Table III-3-4. Fe$^{2+}$ irradiation-induced hardening at indent displacements of 0.5 µm and 1 µm in alloys 709, 316H, and FeCrNi (model 709).

<table>
<thead>
<tr>
<th>Ion</th>
<th>T (°C)</th>
<th>Dpa</th>
<th>Hardening (%) 316H</th>
<th>709</th>
<th>FeCrNi</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5 µm</td>
<td>1 µm</td>
<td>0.5 µm</td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>50</td>
<td>25±3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe$^{2+}$</td>
<td>350</td>
<td>15</td>
<td>23±9</td>
<td>15±10</td>
<td>22±6</td>
</tr>
</tbody>
</table>
Table III-3-5. Fe\(^{2+}\) irradiation-induced hardening at indent displacements of 0.5 µm and 1 µm in samples 1101, 1105, and 1106.

<table>
<thead>
<tr>
<th>Ion</th>
<th>T (°C)</th>
<th>Dpa</th>
<th>Hardening (%) 1101</th>
<th>1105</th>
<th>1106</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe(^{2+})</td>
<td>350</td>
<td>15</td>
<td>29±9</td>
<td>13±7</td>
<td>11±12</td>
</tr>
<tr>
<td>Fe(^{2+})</td>
<td>350</td>
<td>2.5</td>
<td>13±5</td>
<td>14±9</td>
<td>32±11</td>
</tr>
<tr>
<td>Fe(^{2+})</td>
<td>670</td>
<td>50</td>
<td>0.4±4.9</td>
<td>6±6</td>
<td>6±6</td>
</tr>
</tbody>
</table>

Table III-3-6. Fe\(^{2+}\) irradiation-induced hardening at indent displacements of 0.5 µm and 1 µm in alloys G91, G92.

<table>
<thead>
<tr>
<th>Ion</th>
<th>T (°C)</th>
<th>Dpa</th>
<th>Hardening (%) G91</th>
<th>G92</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe(^{2+})</td>
<td>350</td>
<td>15</td>
<td>25±6</td>
<td>16±3</td>
</tr>
<tr>
<td>Fe(^{2+})</td>
<td>350</td>
<td>2.5</td>
<td>9±4</td>
<td>2±2</td>
</tr>
<tr>
<td>Fe(^{2+})</td>
<td>670</td>
<td>50</td>
<td>0.6±3.6</td>
<td></td>
</tr>
</tbody>
</table>

Fig. III-3-1 shows hardening of alloys by Fe\(^{2+}\) irradiation at 350 °C. For clear view of the pictures, deviation is not plotted and is listed in tables 4-6.

Fig. III-3-1. Fe\(^{2+}\) ion irradiation-induced hardening at 350 °C from nanoindentation measurements. Indent displacements are 0.5 µm (a) and 1 µm (b).
Results

1. Irradiation at 350 °C from nominal 2.5 dpa to 50 dpa increased the hardness of all measured alloys.
2. Irradiation-induced hardening is insignificant at 670 °C 50 dpa for most measured alloys. FeCrNi was softened possibly due to void growth.
3. Comparing hardening data at 350 °C Fe$^{2+}$ irradiation up to 50 dpa, $709 < 316$ H, $G92 \leq G91$, $1106 < 709 \leq 1101$.

Experimental details

A Hysitron TI-950 TriboIndenter with a Berkovich tip and a High Load transducer was used to measure hardness of alloys. Measurement was made on both irradiated and masked area. The masked area did not experience irradiation but experienced the same thermal history as the irradiated area. Ten indentation measurements were performed at each displacement. Figs III-3-2 to III-3-4 show the results of nanohardness testing.
Fig. III-3-2. Nanohardness of unirradiated and Fe$^{2+}$ irradiated samples 709, 316H, and FeCrNi. (a-c) 350 ºC 50 dpa. (d-e) 350 ºC 15 dpa. (f-g) 350 ºC 2.5 dpa. (h-i) 670 ºC 50 dpa.
Fig. III-3.3. Nanohardness of unirradiated and Fe$^{2+}$-irradiated samples 1101, 1105, and 1106. (a-c) 350 °C 15 dpa. (d-f) 350 °C 2.5 dpa. (g-i) 670 °C 50 dpa.
Fig. III-3-4. Nanohardness of unirradiated and Fe$^{2+}$-irradiated samples G91 and G92. (a-b) 350 °C 50 dpa. (c-d) 350 °C 15 dpa. (e-f) 350 °C 2.5 dpa. (g) 670 °C 50 dpa.
IV. MODELING AND SIMULATIONS

IV-1 Interaction between Displacement Cascades and Dislocations

(Published in Computational Materials Science)

In nuclear power plants, many structural components are under the influence of intense radiation, which can result in permanent damage in materials, such as radiation-induced hardening (RIH), embrittlement, and creep. The initial stage of radiation damage, particularly the defect production from displacement cascades, has been extensively studied using molecular dynamics (MD) simulations in bulk bcc, fcc and hcp metals (20–28). The number of surviving defects after displacement cascade depends on the energy of the PKA atom (29–31), and sometimes sub-cascade events may occur (32). In addition, the size distribution of the surviving defects is also influenced by the PKA energies, such as in bcc iron (29, 33).

As the microstructure evolves as a function of irradiation dose, the dislocations and dislocation loops could become the dominant defects in materials (34, 35). Because of the presence of these defects in materials, the displacement cascade processes may interact with these defects, leading to a different defect production rate, which is needed in the mean field rate theory model to accurately describe the defect evolution for predictions of long-term material performance. However, to our best knowledge, the influence of dislocations or dislocation loops on displacement cascades is not extensively studied, and our understanding of this is rather limited, especially compared with the extensive displacement cascade simulations in bulk materials. Because of the presence of the dislocation, the defects may go into the dislocation and eventually may lead to different defect production efficiency and distributions. An MD simulation of interactions between cascades and an edge dislocation in Zr suggests that the presence of the edge dislocation can promote the nucleation of vacancy clusters and can even help to generate an experimental-scale vacancy loop (36).

In addition, the displacement cascade processes will influence the dislocation structure (37, 38), which may subsequently lead to pinning of dislocations. Conventional radiation-induced hardening mainly focuses on the interactions between a dislocation and obstacles created by the radiation (39, 40). For instance, immobile dislocation loops or voids could serve as obstacles to dislocation motion, leading to RIH (41-43). This is usually accompanied by the loss of ductility and fracture toughness, which is identified as one of the major challenges that limits the lifetime of structural materials. Early theories of RIH are based on an elastic theory description of the interaction between a single dislocation and an obstacle and are empirical or semi-empirical. The dislocation barrier model (44) was developed based on geometrical consideration and has been applied to the description of strong obstacles. Friedel–Kroupa–Hirsch (FKH) developed an
alternative model for weak obstacles \((45, 46)\). However, these models do not address the potential hardening effect caused by the structural change of dislocation cores. In this study, we investigate the interactions between dislocations and displacement cascades using MD simulations in Fe-20Cr-25Ni alloy. The Fe-20Cr-25Ni is the base system of Alloy 709 \((47, 48)\), which is currently considered as a candidate of structural materials for next generation nuclear reactors \((49)\). Particularly in this study, the effect of dislocations on the surviving defect number is determined. The structural changes of dislocations caused by displacement cascades are analyzed at the atomic scale. Finally, the Peierls stress simulations are carried out to study the hardening effect of displacement cascades on dislocations. The rest of the paper is organized as follows. Section 2 contains the edge and screw dislocation models, simulation setups, visualization, analysis tools, and the defect counting method. Section 3 contains the results of the cascade simulations and Peierls stress calculations. A summary is given in section 4.

### IV-1-1. Methodology and Simulation Setup

**a. Generation of Edge and Screw Dislocations**

In order to allow accurate Peierls Stress simulations and to avoid any potential surface effects, a dislocation model that has periodic boundary conditions (PBC) in not only the dislocation line direction but more importantly in the dislocation gliding direction is used. Specifically, the periodic array of dislocations (PAD) model proposed initially by Daw and Baskes \((50)\) is followed. The PAD model has been widely used in previous studies to create edge and screw dislocations \((51-56)\). The following sections detail how to construct an edge and screw dislocation using the PAD model.

**b. Edge Dislocation Model**

The schematic of creating an edge dislocation is shown in Fig. 1. We first divide the perfect crystal into two half crystals, the upper (blue) and the lower (red) crystals. The spacing \(b\) shown in Fig.1 represents the length of the Burger’s vector. The number of atomic planes within spacing \(b\) (a Burger’s vector) is determined by the crystalline structures (bcc, fcc, hcp). Initially, we have an equal number of planes in the upper and lower crystals. Then, the planes within one spacing \(b\) in the lower part of the crystal are removed. The length of the lower crystal in the y-direction becomes \((N-1)*b\). In order to reduce the strain effects on the simulation box, a scheme developed by Osetsky \((57)\) et al. is employed. Following this approach, the length of the upper crystal in the y-direction is changed by \(-b/2\) and the length of the lower crystal in the y-direction is changed by \(+b/2\). By doing so, the PBCs in both dislocation line direction (x-direction) and
dislocation gliding direction (y-direction) are achieved. Although the dislocation may interact with its own periodic image, the interaction can be easily controlled by increasing the simulation cell size in the x/y direction.

Fig. 1 (a) Schematic of an edge dislocation in a simulation box. (b) The method used to create an edge dislocation.

c. Screw Dislocation Model

Compared with achieving PBC in the gliding direction for an edge dislocation, the implementation of PBC in the gliding direction for a screw dislocation is more complicated. The schematic of constructing a screw dislocation is shown in Fig. 2(a), also following the PAD model (55). The initial displacements of a screw dislocation determined by isotropic elasticity theory (58) is given in Eq. 1,

\[ u_x = b \cdot \frac{\theta}{2\pi} = b \cdot \tan^{-1} \left( \frac{z}{y} \right) / 2 \]  

The dislocation line and Burger’s vector are along the x-direction, and the dislocation gliding direction is along the y-direction as shown in Fig. 2(a). PBC in the x-direction is achieved inherently because of the independence of \( u_x \) on x. However, PBC in the y direction is broken because of the \( \pm b/2 \) shift in the x-direction across the \( \pm y \) boundaries. To achieve PBC in the y direction, a \( \pm b/2 \) displacement can be added to the x coordinates when atoms cross the \( \pm y \) boundaries as shown in Fig. 2(b). In Fig. 2(b), the blue lines represent the upper half y-z planes, and the red dotted lines represent the lower half y-z planes. Specifically, we can see that the x coordinates in the upper half crystal at the y-boundary is shifted by \( \frac{1}{2} b \), while the x coordinates in the lower half crystal at the y-boundary is shifted by \( -\frac{1}{2} b \). In addition, this is essentially equivalent to applying a shear strain to the simulation box, especially when the strain is small, which is
employed in this study. So, a small shear strain is applied in the x-direction (y-axis is tilted) to achieve this shifted boundary condition. When Lx/Lz ratio is smaller, the effect of the tilted simulation cell on Peierls stress is minimized. After testing, Lx/Lz should be less than 0.5 in order to obtain the correct Peierls stress behavior.

![Diagram](image)

**Fig. 2 (a)** Schematic of a screw dislocation in a simulation box. **(b)** Achieving periodic boundary condition by shifting x coordinates by \( \pm \frac{1}{2} b \) or \( -\frac{1}{2} b \) when atoms cross the boundary in y-direction (55).

**Cascade Simulations**

The schematic of a cascade simulation cell is shown in Fig. 3. The simulation cell contains one dislocation in the center. The energy of the PKA is 10 KeV, and the simulation temperature is 300 K. When the PKA is placed close to the dislocation within 30 Å, the cascade event will directly interact with the dislocation. While when the PKA is placed far away from the dislocation, the cascade will not interact with the dislocation so that it is the same as the scenario of cascade events in the perfect crystal. For each scenario, 12 independent cases are simulated. Within the 12 simulated cases, the position of the PKA changes while the direction of the PKA remains the same. The orientation of the simulation cell is based on the dislocation type. The details of the simulation cell orientations and the sizes of the simulation cells used in our study are shown in Table. 1. Based on the above orientation setup, the x-axis is along the dislocation line, and the y-axis is along the dislocation gliding direction for all the simulated systems. As mentioned previously, all the simulated systems have PBCs in the x and y directions and a non-periodic condition in the z-direction. LAMMPS is used as the molecular dynamics engine (59). The system contains around 3.2 million atoms. The interatomic potential in the form of embedded-atom method (EAM) developed by Bonny et al. (60) is employed for fcc Fe-Ni-Cr alloy systems. The alloy elements are randomly distributed. The Ziegler-Biersack-Littmark (ZBL) potential (61) is used for describing short-range interactions for a high-energy
collision between atoms. During cascade simulations, an adaptive time step method (59), is used to ensure the maximum displacement of atoms per time step less than 0.014 Å.

Fig. 3 Schematic of the cascade simulations.

Table. 1 Type of dislocations, orientations and size of the simulation cells.

<table>
<thead>
<tr>
<th>Type</th>
<th>x</th>
<th>y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fcc edge</td>
<td>&lt;110&gt; {111}</td>
<td>&lt;11-2&gt;, 27.2 nm</td>
<td>&lt;1-10&gt;, 26.2 nm</td>
</tr>
<tr>
<td>Fcc screw</td>
<td>&lt;110&gt; {111}</td>
<td>&lt;110&gt;, 26.4 nm</td>
<td>&lt;1-12&gt;, 27.2 nm</td>
</tr>
</tbody>
</table>

**Peierls Stress Simulation**

Peierls stress simulations are carried out to investigate any potential hardening effect caused by the interaction between dislocations and cascade events. The schematic of the Peierls stress simulation for edge and screw dislocations are shown in Fig. 1(a) and Fig. 2(a) respectively. The Peierls stress simulations are carried out using molecular static calculations. Conjugate gradient is used to find the relaxed atomic configurations. For both of edge and screw dislocations, the top and bottom layers are fixed to be a rigid block. The thickness of the layer needs to exceed the range of the interatomic potentials. We apply strain to the top rigid block and keep the bottom rigid block immobile. The applied shear strain at each step is 4*10^{-5}. For edge dislocation as shown in Fig. 1(a), the applied strain is along the y direction (Burger’s vector direction), and the gliding direction is also along the y-direction. While for screw dislocation shown in Fig. 2(a), the applied strain is along the x-direction (Burger’s vector direction) and the gliding direction is along the y-direction.
**Analysis and Visualization Tools**

Common Neighbor Analysis (CNA) is used to distinguish the atoms in fcc, bcc, hcp and other environments \(^{(62, 63)}\). Wigner-Seitz analysis is used to count the number of interstitials and vacancies caused by the cascade \(^{(64)}\). OVITO is used as the visualization software \(^{(65)}\), and the Dislocation Analysis Algorithm (DXA) implemented in OVITO is used to extract dislocation lines and identify their corresponding Burger’s vectors \(^{(66)}\).

**Defect Counting Method**

The defect analysis in these systems which contain complicated defects is delicate. We will demonstrate how the defects are analyzed after the interaction between cascades and dislocations. Fig. 4 shows the atomic structure of dislocations after cascade simulations. First, the total number of defects of interstitial \((I^t)\) and vacancy \((V^t)\) are calculated using Wigner-Seitz analysis. As shown in Fig. 4 highlighted by the red circle, some portion of the defects move into dislocations or form dislocation loops well connected to the original dislocation. We define this portion of the defects as \(I^d\) and \(V^d\). The other portion of the defects created by cascades resides in the material’s matrix, which are defined as \(I^m\) and \(V^m\). So, \(I^t\) equals \((I^m + I^d)\) and \(V^t\) equals \((V^m + V^d)\).
IV-1-2. Simulation Results

In this section, the cascade simulation results of Fe-20Cr-25Ni alloy system are analyzed from two perspectives. One aspect is the defect production in terms of number of defects, interstitials, and vacancies. The other aspect is the cascade induced atomic structural changes of the dislocations.

a. The Influence of Dislocations on Defect Production

Fig. 5 shows the number of defects generated by the cascade for Fe-20Cr-25Ni alloy. The data point is the average number of defects of twelve independent simulations. And the error bars represent the standard deviation. In Fig. 5 (a), “Close” means that the cascade interacts with the dislocation and “Far” means the
cascade does not interact with the dislocation. As described in section 2.5, the defects that go into dislocations or form dislocation loops well connected to the original dislocations are counted separately from the defects that formed in the material’s matrix. From Fig. 5 (a), it can be seen that cascades tend to generate more total defects (I + V) when they interact with both edge and screw dislocations in Fe-20Cr-25Ni. Due to the statistical variation, the difference is insignificant. The interaction between cascades and dislocations results in the structural changes of the dislocations, and defects can go into dislocations and form dislocation loops intertwined with the original dislocations. Comparatively, Fig. 5 (b), there are less surviving defects which are still left in the material’s matrix after the cascades, excluding the defects that go into the dislocations or form dislocation loops well connected to the original dislocations (“1/2Close” vs I”). If we only focus on the surviving defects generated in the matrix, the number of defects (I^n plus V^m in Fig. 5 (b)) is actually less than that in the “Far” (non-interacting) cases for both edge and screw dislocations. So the defect production efficiency in the materials with high dislocation density is lower than the bulk case. For edge dislocations, an almost equal number of interstitials (I^d) and vacancies (V^d) move into the dislocation or form dislocation loops well connected to the original dislocation as shown in Fig. 5(b). For screw dislocations, more interstitials move into dislocation or form dislocation loops well connected to the original dislocation. Further discussions of defect populations are given in 3.1.2.

Fig. 5 The number of defects generated by the cascade for Fe-20Cr-25Ni, when the PKA is placed close to and far away from the dislocations. (a) For “Close” and “Far” cases, the number of defects equals to the number of interstitials (I) plus vacancies (V). (b) “1/2Close” and “1/2Far” represent the number of interstitials (I) or Vacancies (V). The “I^n” and “V^m” represent the number of interstitials and vacancies that do not move into dislocations nor form dislocation loops that well connected to the original dislocations, respectively.
IV-1-2-2 Atomic Structural Changes of Dislocations

Fig. 6 shows the atomic structures of edge and screw dislocations before and after a cascade simulation for Fe-20Cr-25Ni alloy, using the CNA analysis to extract the dislocation, defect, and stacking fault structures. DXA analysis is used to construct dislocations and extract the information on dislocation type and Burger’s vector. The Fe-20Cr-25Ni alloy has a fcc lattice. As a result, the full dislocation slips into two Shockley partials connected by the stacking fault after relaxation. The dislocation dissociation can be described as 
\[
\frac{1}{2}[10\overline{1}] \rightarrow \frac{1}{6}[2\overline{1}1] + \frac{1}{6}[11\overline{2}].
\]
As a result, the initial dislocation structures after relaxation before interacting with cascade for both edge and screw dislocations are two partial dislocations with stacking faults in between as shown in Fig. 6 (a) and (e).

For an edge dislocation, first, the cascade eliminates some of the stacking fault as shown in Fig. 6 (b). The PKA introduces extra high energy into the system. As a result, part of the stacking fault structure become amorphous as a result of the cascade processes and changes to perfect fcc lattice when it cools down. So the cascade has the potential ability to reduce the stacking fault structures. Second, the interaction between a cascade and an edge dislocation causes stair-rod dislocations (Lomer-Cottrell lock) to form, see the magenta dislocation line in Fig. 6 (b). The dislocation reaction to form Lomer-Cottrell lock can be described as 
\[
\frac{1}{6}[121] + \frac{1}{6}[2\overline{1}1] \rightarrow \frac{1}{6}[110].
\]
The stair-rod dislocation is sessile. The formation of stair-rod dislocations can make the dislocation structure more difficult to glide. In addition, a small amount of Hirth dislocations also forms. Third, the cascade facilitates dislocation climb as shown in Fig. 6 (b) and (d). The dislocation climb shown in Fig. 6 induced by the cascade is a negative climb. For negative climb, an additional row of atoms is added to the extra half plane. While for positive climb, a row of atoms is removed from the extra half plane. So, for the negative climb to happen, the edge dislocation needs to absorb interstitials, while the edge dislocation needs to absorb vacancies to have a positive climb. The preference of positive or negative climb is related to the type of defects that go into dislocations.

For screw dislocations, the interaction shares many similarities with edge dislocations. Part of the stacking fault structure is eliminated by the cascade as shown in Fig.6 (f). The stair-rod dislocation also forms due to the interaction between a screw dislocation and a cascade, as shown in Fig. 6 (f). Unlike the dislocation climb of edge dislocations, the screw dislocation may cross slip when interacting with a cascade as shown in Fig. 6 (f) and (h). The screw dislocations cross-slip from (111) plane to (1-1-1) plane. Out of the total 12
In 106 cases, five cases of the cross-slip behaviors have been observed. The formation of stair-rod dislocations and the cross slip of screw dislocations may further hinder the motion of the screw dislocations.

Fig. 6 (a,b) The atomic structure of an edge dislocation. (c,d) The atomic structure of an edge dislocation from [1-10] perspective (parallel to the gliding plane). (e,f) The atomic structure of a screw dislocation. (g,h) The atomic structure of a screw dislocation from [11-2] perspective (parallel to the gliding plane).

The structural changes of the dislocation cores are shown in Fig. 7. Three out of twelve cases of edge and screw dislocations are exhibited. For edge dislocations, from Fig. 7 (a) to (c), both vacancy and interstitial loops well connected to dislocations form as a result of dislocation climb. The availability of vacancies and interstitials determines whether positive climb (vacancy loop) or negative climb (interstitial loop) can form. In our 12 simulated cases of edge dislocations, the possibility of positive climb and negative climb is almost equal. It explains the nearly equal number of interstitials ($I^*$-$I^m$) and vacancies ($V^*-V^m$) being absorbed by edge dislocations in our 12 simulated cases. For screw dislocations, as shown from Fig. 7 (d) to (f), more interstitial loops well connected to the dislocations form in our 12 simulated cases, which explains less surviving interstitials ($I^m$) in materials matrix. However, the surviving defect population may vary depending on the position and direction of the PKA with respect to the dislocation line.
Fig. 7 CNA and DXA analysis of the dislocations’ structure after interacting with cascades. (a-c) Edge dislocation. (e-f) screw dislocation. Atoms in fcc environment have been removed.

**IV-1-3. Peierls Stress Simulation**

After interacting with a cascade, the Peierls stress simulations are carried out to evaluate the effects of displacement cascades on dislocation motion. For each scenario, three cases are tested. The tested dislocation structures contain the structures shown in Fig. 6 and two additional cases. Fig. 8 shows the comparison of Peierls stress before and after cascade. The stress required to move edge and screw dislocations both increases. In section 3.1, the assumption that the formation of stair-rod dislocations (sessile), radiation-induced dislocation climb and cross-slip can contribute to dislocation hardening is confirmed by the Peierls stress simulations. The structural changes of the dislocations caused by a cascade
make it more difficult for dislocations to glide or cross-slip. From the Peierls stress point of view, radiation-induced cross-slip in screw dislocations causes more hardening than the radiation induced dislocation climb in edge dislocations. From Fig. 9 (a) to (b), the edge dislocation shows almost no bowing out before it starts to glide. While for screw dislocations when cross slip happens, due to the pinning defect, the dislocation bowing out can be clearly observed as shown from Fig. 9 (c) to (d). So, the atomic structural changes of dislocations caused by cascades lead to more hardening for screw dislocations than edge dislocations.

The Peierls stress simulation confirms the hardening effects as a result of the atomic structural changes of dislocations caused by displacement cascades. And the number of surviving defects in materials matrix when interacting with dislocations is slightly less than that of perfect bulk materials. So, when dislocations are present, the hardening effects estimated based on the traditional RIH models that consider the interactions between dislocations and surviving defects in materials may decrease slightly. While, additional hardening effects arising from the atomic structural changes of dislocations cannot be ignored, especially for screw dislocation in this material.

Fig. 8 Comparison of Peierls stress before and after cascade for Fe-20Cr-25Ni alloy. (a) Edge dislocation. (b) Screw dislocation.
Fig. 9 Atomic structure of edge and screw dislocations in Peierls stress simulation. (a,b) Edge dislocation before and after applying shear strain. (c,d) Screw dislocation before and after applying shear strain.

IV-1-4. Summary

Cascade simulations and Peierls stress simulations are carried out to study the interaction between displacement cascades and edge and screw dislocations in the Fe-20Cr-25Ni alloy. Due to the presence of dislocations, the defect production efficiency changes. The cascade tends to generate more total defects when interacting with dislocations. However, a portion of these defects are in the form of defect clusters or dislocation loops that are entangled with the original dislocations, resulting in less surviving defects in the material’s matrix compared with that of the non-interacting (pristine case). Since the surviving defects in the materials matrix may migrate and interact with other defects in the system, leading to microstructural evolution and properties changes, this change in defect production efficiency needs to be properly considered in upper scale models, such as mean-field rate theory. In addition, dislocation climb and cross-slip have been observed for edge dislocations and screw dislocations, respectively, because of displacement cascades. The sessile stair-rod dislocations also form because of interactions between cascades and dislocations.

The dislocation core structures also undergo significant changes because of the cascade, which serve as additional contributions to RIH compared to the conventional dislocation-obstacle interaction models. The Peierls stress simulations confirm this additional hardening effect. The interaction between cascades and
other defects in materials, such as grain boundaries, voids, and precipitates, may also influence the defect production efficiency and microstructural changes of irradiated materials. Therefore, this study provides insight into how defect production and extended defects are correlated, especially when total influence is high, which needs to be taken into account for modeling long-term performance of irradiated structural alloys.

**IV-2 Dynamics of Point Defect near Dislocations**

*(Published in Physical Review Materials)*

The dislocation-point defect interaction (DPDI) has a strong impact on the microstructural evolution and plasticity of materials (67-72), including behavior such as impurity segregation around dislocations and creep. The DPDI has two interrelated aspects. On the one hand, the presence of point defects near dislocations may influence dislocation properties. For instance, point defects could act as obstacles to dislocation glide (73) or alter the structure of the dislocation core (74), leading to strengthening and hardening. In addition, the absorption or emission of point defects controls dislocation motion through creating kinks and jogs (75), and dislocation creep at low stresses by influencing the dislocation climb processes (76). On the other hand, the strain field exerted by dislocations affects the migration of point defects and causes a drifted and correlated diffusion of point defects around dislocations in alloys (77, 78). This drifted diffusion leads to the formation of defect clusters and the segregation of impurity atoms near dislocations, forming the so-called Cottrell atmospheres (77).

The effects of the DPDI are enhanced in radiation environments (79, 80) and by high temperatures, where collision cascades introduce a large number of point defects and point defect mobility is enhanced, respectively. Radiation effects such as void swelling (81), radiation-induced segregation (82, 83), radiation-induced creep (84), and radiation-induced embrittlement/hardening (71, 81, 85-87) are controlled by the underlying atomistic interactions between point defects and dislocations. Therefore, understanding the mutual interaction between point defects and dislocations is essential to control the mechanical properties and performance of structural materials and to tailor their radiation resistance for nuclear energy applications. In addition, a fundamental understanding of the DPDI may also contribute to fields where defects dominate the materials performance, such as solid oxide fuel cells and batteries (88, 89).

Compared with our understanding of defect stability near dislocations based on defect formation energies and binding energies (90), relatively little is known about the transport properties and dynamics of point defects in the presence of a dislocation. One of the difficulties is to determine the saddle point energies
(SPs) and corresponding migration energy barriers (MEB) in a systematic way, which is rather complicated and computationally demanding. Bilby (91) and Cottrell (92) provided the first description of the DPDI using elasticity theory, by considering the elastic interaction of the strain field of the dislocation and the strain introduced by the dilatation volume of the point defect to reach approximate solutions. Another commonly used approximation is to estimate the MEBs based on the binding energies of point defects. This approximation has been commonly used to study the DPDI (93-96). It should be noted that both the Bilby-Cottrell model and the binding energy approximation are based on properties of local minimum configurations in the potential energy landscape, and no information of the transition state is considered.

In principle, a single MEB can be computed using the drag (97), nudged elastic band (NEB) (98, 99) or the dimer (100) methods, but until now it has been computationally prohibitive to calculate the SP configuration for all the different local atomic configurations caused by the presence of dislocations. The usage of these transition state search algorithms is limited when the number of degrees of freedom is high (101). To overcome this limitation attempts involving artificial neural networks (102-104), and genetic algorithms (105) have been made. In these methods, they use training sets to predict the SP energy of different local atomic configuration without obtaining the actual MEBs. These artificial intelligence methods are promising but strongly depend on having a proper training set and require an a priori knowledge of hundreds of thousands of SP energies.

In this work, we have taken advantage of the recently developed Self-Evolving Atomistic Kinetic Monte Carlo (SEAKMC) (101, 106-109) method with improved algorithm and efficiency to systematically calculate the actual SP energies as a function of position with respect of the dislocation core for vacancies and the family of <110> self-interstitial atom (SIA) dumbbells in the presence of a single straight screw or edge dislocation in bcc iron. The rest of the paper is organized as the following, the system setup and computational details are given in section 2. The results of this study are presented in section 3. First, we present the saddle point configuration of point defects in bulk bcc iron in section 3.1, the results for the screw dislocation in section 3.2, and edge dislocation in 3.3. We examine the anisotropy of diffusion in section 3.4. We employ the obtained data to perform kinetic Monte Carlo simulations (KMC) and study point defect trajectories in section 3.5. The results for the different types of defects and dislocations are compiled in the Supplementary Material. Section SM1 Contains the results for a vacancy near a screw dislocation, section SM2 a vacancy near an edge dislocation, SM3 a dumbbell near a screw dislocation, SM4 a dumbbell near an edge dislocation and SM5 the anisotropy of diffusion.
IV-2-1 Simulation Setup and Computational Details

IV-2-1-1 Dislocation Models

The screw dislocation has a Burgers vector $\frac{1}{2} <111>$, and the dislocation line lies in the [111] direction in bcc iron. The initial screw dislocation structure was created by displacing the atoms according to linear isotropic elasticity theory (75, 110) and subsequently relaxed using interatomic potentials to obtain a stable configuration. The geometric center of the screw dislocation should be aligned to the point of those with 3-fold symmetry. Particularly, we used the Ackland potential of bcc iron (111) since it gives the correct description of the dislocation core (112).

The Burgers vector of the edge dislocation is $\frac{1}{2}[111]$ with slip plane (110), and dislocation line direction is [112]. The edge dislocation was created by the procedure described by Ossetsky et al. (113). The perfect crystal is divided into two halves. Initially, we have an equal number of planes in the upper and lower crystals. Planes within one spacing $b$ in the lower part of the crystal are removed. In the lower half of the crystal, the length in the Burgers vector direction becomes $(N-1) \times b$. The one-plane mismatch tends to bend the crystal out of the rectangular shape. For practical simulations, however, the crystal must be constrained to remain rectangular so a periodical boundary condition can be applied. This constraint introduces extra stress to the dislocation. To minimize this effect the upper crystal is shrunk by $-b/2$ in the y-direction and the lower elongated by $+b/2$ according to (113). In Fig. 1, we show the coordinate system for both screw and edge dislocations, and the projection on the plane perpendicular to the dislocation line, where we show the migration directions and the first and second nearest neighbors.
Fig. 1: The upper portion of the Fig. shows the coordinate systems used for screw and edge dislocations. The dislocation line for both dislocations is along the y-direction. The lower portion of the Fig. shows a projection of the plane perpendicular to the dislocation line; the first nearest neighbors are shown as black atoms, and the second nearest neighbors as small silver atoms. The <111> migration directions are shown with thick red lines, and the <110> directions with thin blue lines.

IV-2-1-2 Simulation Setup

The geometry of the simulation box is a rectangular parallelepiped with the axis of (111), (110), and (112). These directions are chosen based on the slip system of bcc iron. In particular, we chose the (111), (112) and (110) directions. The dislocation line was assigned to the y-direction and the (110) direction was assigned to z. The block of atoms has been made infinite in the x and y directions by applying periodic boundary conditions, thus having an infinitely long dislocation, and an infinite array of parallel dislocations. The dimension of our crystal was chosen to minimize the interaction between image dislocations such as at the boundary of the box where the strain field is negligible. The system sizes for both screw and edge dislocations are given in Table 1, and Fig. 2 shows a schematic of the simulation cell for an edge dislocation.
To investigate the DPDI, we have chosen atoms within a certain radius (R) to the dislocation line, and have
denominated this region as the “effective interaction region”. Systematically we investigated one defect at
a time within this effective interaction region. We have studied a vacancy and a \{110\} dumbbell since it is
the most stable interstitial defect in bulk iron. We have calculated the SP energies for all the \{110\} dumbbell
configuration: [110], [101], [011], [110], [101] and [011]. After the introduction of each defect, the
system is relaxed, and then the SP search is performed.

**IV-2-1-3 Saddle Point Searches using SEAKMC**
We have performed the SP search using SEAKMC. SEAKMC is an atomistic on-the-fly KMC method (101, 108). On-the-fly refers to the fact that SP configurations and energies are determined as the system evolves. SEAKMC focuses on defect interaction and evolution with atomistic fidelity and only requires an input structure and interatomic potential as input without assuming potential defect migration mechanisms and energies. SEAKMC utilizes the Dimer method (114, 115) to search the SP directly without knowledge of the final state \emph{a priori}. The Dimer method is based on the harmonic approximation of transition state theory (HTST) (100, 116). We have used the SP configuration of the bulk of each defect as a starting guess of the SP configuration in the presence of a dislocation, which results in a multiple order of magnitude of improvement in the SP search efficiency. The SP energy was determined to a precision of 1meV.

\textbf{IV-2-2 Results and Discussions}

\textbf{IV-2-2-1 Saddle Point Sampling of Point Defects in the Bulk BCC Iron}

First, we have calculated SP configurations in bulk bcc iron for vacancies and dumbbells. The SP searches for a vacancy predominately result in eight SPs associated with first nearest neighbor jumps, located along the <111> directions (Fig. 3a). Comparatively, the SP distribution around a <110> interstitial dumbbell (Fig. 3b) is much more complicated than the vacancy case. Several sets of SPs that correspond to different transition states are found, including two different sets that correspond to first nearest neighbor migrations with a translation-rotation mechanism. Of these first nearest neighbor migrations, one set corresponds to the nearest neighbors that lie in the direction of the dumbbell and the other set to migrating to the neighbor perpendicular to the dumbbell. Besides first nearest neighbor migrations, we found SPs that correspond to pure rotations, one set of SPs to a <111> crowdion and one set to <110> rotations.
Fig. 3: SP configuration in bulk Fe for (a) vacancy (b) <110> dumbbell. The SPs represented by red and blue spheres correspond to first nearest neighbor migrations, the light green circles to rotations to a different member of the <110> family, and the pink circles rotations to <111> crowdion.

**IV-2-2-2 Screw Dislocation**

Dislocations act as sinks for point defects (29), and thus it is generally expected that migration of point defects towards the dislocation core is more favorable, and energy barriers towards the dislocation have a smaller value. However, from Fig. 4 with the SP data obtained from SEAKMC, we find that the MEBs towards the dislocation core are not necessarily smaller than the values of other directions, and the migration energy variation exhibits a complex and non-linear dependence as a function of distance to the dislocation core. The change of the migration energy as a function of position for the different migration directions for a vacancy in a screw dislocation environment is presented in Fig. 4. In this Fig., we are plotting the relative energy with respect to the bulk migration energy; we have done the same for all the Figs in this section. The symmetry observed in Fig. 4 is related to the nature of the migration jumps. In the screw dislocation system, migration in the [111] and [111] directions correspond to migration in the dislocation line direction. According to elasticity theory, the stress component in the dislocation line direction is zero, and thus we expect little change in the MEB in these directions as shown in Fig. 4. The migration to the [111] and [111] nearest neighbors are mirrored by each other, as can be appreciated from Fig. 1, and hence their energy maps are mirrors of each other (the same applies for their negative counterparts). The most significant change in the MEB value is in the [111] and [111] directions since they have the smallest components along the dislocation line direction. As expected, the most significant difference in the saddle point energy is close to the dislocation core, and it decreases farther away from the core.
Fig. 4: Migration energy maps of nearest neighbor migration for a vacancy in the presence of a screw dislocation.

The case of a [\bar{1}01] dumbbell near a screw dislocation is shown in Fig. 5. In this case, the energy maps become more complicated because of the directional nature of the dumbbell. There are six different cases for the <110> dumbbell family, and more details are given in the Supplementary Material section SM3. In this case, when a dumbbell migrates along the dislocation line, it interacts with not only the strain field in the migration direction but also with other components of the strain field due to the directional nature of the defect. Just as in the vacancy case, the change in the migration energy is more pronounced close to the dislocation core. It is possible to observe that the difference in magnitude with respect to the bulk value is larger for the dumbbell case, since dumbbells introduce a larger distortion in the system than vacancies. Surprisingly, the energy maps for all directions look similar, there are in fact differences between the migration directions, but they do not display a particular behavior for each direction such as in the vacancy cases. The difference among different direction can be seen in the diffusion anisotropy Fig. (Fig. 11). The complexity to understand the change in MEB not only arises from the directional nature of the dumbbell, but also in that the migration mechanism involves both translation and rotation.

Fig. 5: Migration energy barrier maps of different nearest neighbor migration directions for a [\bar{1}01] dumbbell in the presence of a screw dislocation.
Fig. 6 shows the migration energy changes for all members of the <110> family migrating in the [111] direction. The symmetry relations observed in the Fig. are due to the direction of the dumbbells with respect to the dislocation core. This effect can be appreciated in the energy plots of the [\(\bar{1}01\)] and [0\(\bar{1}1\)] dumbbells, which are mirrors of each other; a similar relationship is found between the [101] and [011] dumbbells. The directions containing a negative index have no components in the dislocation line direction, while the directions with all positive indices have components in the dislocation line direction. This results in the directions with all positive indices having a smaller change in the migration energy compared to the directions with a negative index, since the stress component along the dislocation line is negligible, which results in essentially no interaction with the dumbbell in this particular direction.

As it was mentioned in section 4.1, we also found saddle points that correspond to the rotation from one <110> type dumbbell to a different member of the <110> family. In Fig. 7 we show the change of the energy barrier for a rotation of [101] dumbbell as a function of position to a screw dislocation. The plots show that there is a significant dependence of rotation energies with respect of position. There are regions where the rotation energies are reduced compared with the bulk case, resulting in faster rotations near dislocation core, such as the bulk and green regions in the bottom two Figs of Fig. 7. In comparison, certain regions lead to slower rotation, e.g. the red regions in the bottom two Figs of Fig. 7, also indicating that rotations to particular dumbbell configuration occur more often than other directions. Compared with the
results of first near neighbor jump, the presence of dislocations influences not only the rate of jumping but also the rate of dumbbell rotations, resulting in complex defect dynamics that are challenging for conventional techniques and methods.

Fig. 7: Migration energy barrier for a [101] dumbbell rotation to different members of the <110> family near a screw dislocation.

**IV-2-2-3 Edge Dislocation**

Fig. 8 shows the relative migration energies as a function of position for the different migration directions of a vacancy in an edge dislocation environment. Because of the slip system of an edge dislocation, there are no longer migration jumps in the dislocation line directions. In comparison, the migration jumps in the [111] and [111] directions correspond to migration along the glide direction. In these directions, the effects of the compressive and tensile stress field in the different regions of the edge dislocation are more evident compared with changes in migration energy among all migration directions ([111], [111], [111], [111] and [111]). The symmetry relations are similar to those of the screw-vacancy case; the mirror relationship between [111] and [111] still holds and their energy maps are again mirrors of each other.
Fig. 8: Migration energy barrier maps of different nearest neighbor migration directions for a vacancy in the presence of an edge dislocation.

Fig. 9 shows the migration energies of an $[\overline{1}01]$ dumbbell near an edge dislocation. Just as with the screw case, the SP energy maps strongly depend on the configuration of the dumbbell. The mirror symmetry relationship observed in the vacancy case for the $[\overline{1}11]$ and $[1\overline{1}1]$ directions are broken by the directional nature of the dumbbell (except for the $[\overline{1}10]$ and $[110]$ dumbbell configurations where mirror symmetry still exists, see Supplementary Material section SM4). It can be observed that for both screw and edge dislocations, the change in migration energy for dumbbells is greater than for vacancies due to their larger distortion in the lattice. For the vacancy case, we have attempted to relate the migration energies to the strain/stress field by fitting the SP energies to analytical expressions, but none of them yield reasonable agreement with the SP data. The trends displayed in the energy maps between the screw and edge dislocations are significantly different, partially due to the strain fields generated by each type of dislocation.
Fig. 9: Migration energy barrier maps of different nearest neighbor migration directions for a [101] dumbbell in the presence of an edge dislocation.

In Fig. 10 we show the change of the energy barrier for a rotation of [101] dumbbell as a function of position near an edge dislocation. Similar to the screw dislocation case, these plots show rotations energies have a strong dependence on the position of the defect. Particularly, in the bottom two Fig.s we can observe rotations get slower as we approach the dislocation core from the upper half, but become faster if we approach the dislocation from the lower half of the system. Compared with the two upper Fig.s (in Fig. 10), we can see that rotations of [011] and [110] dumbbell occur more often in the areas that correspond to slower rotations for [011] and [110].
IV-2-2-4 Diffusion Anisotropy

In the bulk, point defect migration exhibits a random walk motion; the presence of the dislocation changes the SP configurations and energies, resulting in a certain migration direction having a higher probability than the other directions. This leads to anisotropic diffusion. To analyze the diffusion anisotropy, we have taken the difference between the smallest and largest SP energy values as a function of position with respect of the dislocation core for both screw and edge dislocations as shown in Fig. 11. In general, dumbbell defects have a higher anisotropy of diffusion due to the directional nature of the defect and the larger strain it introduces. The anisotropy of diffusion leads to more complex diffusion paths. Particularly, the strong diffusion anisotropy of dumbbells near both edge and screw dislocations indicates they will likely have preferred migration paths.
From the SP searches, we can also obtain the direction of the SP with the lowest energy barrier at each position and construct the “most probable migration maps”. This type of plots permits visualization of what would be the most probable migration of a point defect as a function of position with respect to the dislocation core. These directions will be more often followed at low temperatures, where the effect of the difference between energy barriers is more prominent. As the temperature rises, the migration of point defects approaches random walk diffusion. The most probable migration maps for a vacancy and a dumbbell in a screw dislocation environment are given in Fig. 12, in which the vacancy case is in good agreement with the results of Sivak et al. (95, 96) where the strain field is small. In contrast, our dumbbell results are dramatically different from Sivak et al. (95, 96). Fig 12(b) is the most probable migration map for the [110] dumbbell. It should be noted that there is a different map for each different member of the <110> dumbbell family. Since the migration mechanism involves translation and rotation at every jump the
most probable path, the overall most probable path is determined by the most probable maps for all dumbbell configurations.

![Vacancy and Dumbbell Migration Maps](image)

**Fig. 12:** (a) Most probable migration map for a vacancy (b) most probable migration map for a [110] dumbbell, in a screw dislocation environment.

### IV-2-2-5 KMC Simulations of Defect Trajectories

The data obtained in this study can be used as an input for kinetic Monte Carlo (KMC) simulations, allowing realistic migration paths. For each position of interest, we performed 10,000 KMC simulations. We found that the diffusion of a defect near dislocations is highly anisotropic and strongly correlated, significantly deviating from a simple symmetric random walk. This correlated behavior is shown in Fig. 13, where we have plotted several migration trajectories of dumbbell defects for both screw and edge dislocations and compared with random walk trajectories. Using KMC, we have identified the regions in which each type of defect is more efficiently absorbed by the dislocation core. We have obtained the time required by each defect to be absorbed by the dislocation and divided it by the time required to reach the dislocation core by a simple symmetric random walk. This ratio denotes the deviations of the migration behavior from a random walk diffusion by the presence of the dislocation. We show the absorption time for a vacancy and dumbbell to reach the dislocation core of a screw dislocation with the obtained barriers and with a random walk respectively in Fig 13e and Fig.13f. Blue zones denote regions where vacancies are absorbed more efficiently, and red zones denote region where dumbbells are more efficiently absorbed. Interestingly, we
find that the region where a vacancy is absorbed more efficiently coincides with the compressive field of
the dislocations, and dumbbells must migrate to a tensile zone to be able to find a path to reach the
dislocation core, as can be seen from the trajectories. This behavior will be more accentuated at low
temperature and become less prominent as temperature increases (e.g. room temperature), for this reason
we performed the simulations at T=100K and enhance the preference between barriers. As it has been
shown, the accurate migration energy data used in the KMC simulations has a deep impact on the defect
trajectory, thus allowing a realistic estimation of important parameters such as of the lifetime of point
defects (how long it takes to be absorbed by the dislocation), sink strength and dislocation bias. The
diffusion mechanism of dumbbells is rather complex, involving translation, rotations and the effect of
different dumbbell configuration. The individual migration energy maps change drastically for different
directions and do not show a direct relationship with the strain field of dislocations. However, the overall
effects from all these mechanisms and all dumbbell configurations produce diffusion trajectories that are
related to the strain fields of dislocations. For instance, the 3-fold symmetry is recovered for the screw
dislocation and the effects of the compressive/tensile regions are appreciated in the edge case (Fig. 13).
These observations may provide basis to allow the development of simple models to describe the dynamics
of point defects near dislocations in materials.
Fig. 13: Dumbbell migration path around a (a) screw (b) edge dislocation, (c) random walk of a dumbbell in a screw dislocation, (d) random walk of a dumbbell in an edge dislocation. The large red sphere represents the dumbbell starting position. The dislocation core is represented by the red colored atoms. (e) Time of absorption for a vacancy near a screw dislocation, and for random walk diffusion (f) time of absorption for a dumbbell near a screw dislocation and for random walk diffusion.

IV-2-3. Summary

In this work, we have presented the actual MEBs and SP configurations for a vacancy and a dumbbell as a function of position in the presence of a (screw/edge) dislocation. The SEAKMC approach captures the complexity of the migration mechanisms of point defects, and the effect of different local atomic environments introduced by dislocations, as we have shown in the first nearest neighbor migration and rotations energy barrier plots. Based on the migration energy maps, we find that the atomistic processes of the dislocation-point defect interaction (for both vacancy and interstitial) are highly anisotropic and correlated. The anisotropy of diffusion is appreciated with the “most probable migration” maps and by defect trajectories. For instance, a dumbbell around an edge or screw dislocation must escape the compressive region of the dislocations to be absorbed. This study provides critical information on how to capture the real dynamics of point defects near complex defects (e.g., dislocations, dislocation loops, grain boundaries) and the results in this study can be used as an input for coarser scale models, such as mean field rate theory. This study also provides the basis for investigations of material properties that depend on the interaction between dislocations and point defects, such as void swelling and creep, that are of interest for various practical applications.
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