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1. Short summary of achievements 
NEUP grant DE-AC07-05ID14517 concluded on 08/31/12.  The objectives of this grant were 

to (1) determine the solid solution thermodynamics of actinide dioxides and (2) evaluate actinide 
diffusion in UO2.  During the three-year grant period, we published six peer-reviewed articles, 
two peer-reviewed conference proceedings, and disseminated eleven presentations. The papers 
are attached at the end of this report.  In both major objectives and in all sub-objectives of these, 
we have succeeded to do the necessary method development and derived the thermodynamic 
mixing properties of a number of fuel-relevant solid solutions and the associated phase diagrams 
for objective 1.  In addition, we developed the basis for actinide diffusion involving different 
vacancy mechanism and for interstitial He diffusion in fuels and potential waste forms. 

1.1. Solid Solutions 

The major advances in the method development for deriving the mixing thermodynamics of 
solid solutions were done by modeling different oxide solutions, not only with different 
compositions but also using different structure types (up to three in the same solid solution 
series).   

A fairly standardized approach was used to first develop cation-cation interaction parameters 
from quantum-mechanical energies of small configuration arrangements with subsequent Monte 
Carlo calculations of large systems.  Further thermodynamic integration allows for the study of 
temperature effects on the free energy and entropy of mixing of the solid solutions.  In the 
framework of this objective, we analyzed the results beyond what has been done before.  We 
were able to evaluate the apparent discrepancy in the temperature of exsolution onset from the 
Gibbs free energy of mixing diagrams and the evidence from the projection of the cation 
ordering.  By measuring the height of the Gibbs free energy peak with respect to the tangent of 
the curve, we were able to determine the exsolution driving force, which was further compared to 
the kinetic hindrances to exsolution.  The primary hindrance to exsolution is the surface energy 
built up between exsolved lamellae.  While the final deliverable was a temperature-composition 
phase diagram (as described in the proposal), we went beyond by analyzing the effects of cation 
ordering based on different cation-cation interaction parameter fit models (i.e., fitting with and 
without a configuration independent energy term).  The different fit options allow the Monte 
Carlo simulations to more closely model an exsolving system.  Thus, by comparing the two 
different approaches, the two extremes – disorder and exsolution - could be simulated. 

Implications 

ThxU1-xO2 solid solution: this is the first atomic-scale investigation of the energetics and 
cation ordering in the ThxU1-xO2 system has not been conducted. However, according to the 
computational analysis exsolution temperatures are so low that exsolution in natural 
uranothorianite and synthetic ThxU1_xO2 is not expected.  This has potential implications for 
fuel properties of the thorium fuel cycle as it has become evident that for typical reactor 
conditions, thorium and uranium dioxide solid solutions would not exsolve. 

(Zr, Th, Ce)O2 solid solutions: Mixed-Th–U fuels are under active investigation [1] and 
have been tested in power reactors (e.g., Shippingport and Fort St. Vrain in the United States and 



KAPS in India [2]). For such mixed Th–U fuels, Zr and Ce may be present as part of the initial 
fuel matrix (e.g., inert matrix fuel) or part of the final fuel matrix as fission products.  As 
determined experimentally, the Th–Ce binary forms a complete solid solution, and no cation 
ordering or nanoscale exsolution was observed. Below room temperature at x¼0.5, nanoscale 
exsolution with lamellae 99 to ð102Þ are observed for the CexZr1-xO2 binary. At the same 
conditions, a complex cation-ordering scheme is observed for the Th–Zr binary. Exsolution is 
expected for the solid solutions containing Zr based on the large miscibility gap observed in the 
Gibbs free energy of mixing, as well as the instability of isometric and tetragonal ZrO2 at room 
temperature. However, ZrO2 does have limited solubility for both CeO2 and ThO2.  The 
discrepancy between measured and calculated estimates of miscibility may be reduced by further 
calculations in which the ZrO2 end-member is considered to be monoclinic (P21/c), which is the 
most stable form at room temperature. Further analysis of the complete range of CexZr1-xO2 and 
ThxZr1-xO2 solid solutions within a monoclinic framework is necessary in order to understand the 
impact of the structural stability on the solid-solution properties of these binaries. 

UxHf1-xO2 solid solution: Neutron absorbers are used in fuel rods in order to depress the 
power level of freshly loaded nuclear fuel UO2 and to permit higher loading of fuel to achieve 
longer core life.  Neutron poison materials can be coated surrounding fuel pellets, doped into the 
cladding materials or mixed with UO2. Incorporation of burnable neutron poison materials into 
the fuel can level the power distribution such that power is generated across the core region 
rather than produced only close to the small area where control rods have been removed. Our 
calculations show that close to the UO2 end member, which is relevant to the nuclear fuel, 
uranium-rich solid solutions exsolve as the fuel cools, and there is a tendency to form the 
monoclinic hafnium-rich phase in the matrix of isometric uranium-rich solid solution. Close to 
the compositional range of the UO2 end member, uranium-rich solid solutions exsolve as the 
temperature decrease into the miscibility gap which may have implications on the overall 
performance of the fuel. The calculated phase diagram indicates a tendency to form the 
monoclinic hafnium-rich phase in the matrix of isometric uranium-rich solid-solution as the fuel 
cools. Cubic to monoclinic phase transitions of the UO2-HfO2 binary also involves about 7-10% 
increase in the cell volume. 

1.2. Diffusion 

Diffusion is related to the study of thermodynamics in that once a homogeneous mixture is 
not stable any more (miscibility gap in solid solution, fission product production, noble gas 
production ..), a kinetic process can kick in that attempts to separate phases, e.g., in the fuel, the 
used fuel, or the waste form. The kinetics of diffusion is mainly governed by the attempt 
frequency of a species to jump from one energetic minimum to the next and by the temperature 
dependent (Boltzmann) probability for a successful hop.   

Depending on the matrix, we looked at three very different diffusion mechanisms: 

1. Diffusion of interstitial oxygen atoms in hyperstoichiometric uranium dioxide. 

2. Diffusion of actinides in uranium dioxide by a coupled mechanism that includes the 
simultaneous formation of different vacancy types.  

3. Diffusion of noble gases in potential waste forms such as apatite. 

Each of these mechanisms required a significant amount of model development, as described 
below, and an even greater amount of computational resources. However, we believe that we 



made significant progress in each of the three fields. 

Implications 

Noble gas diffusion in apatite and zircon: He diffusion in ideal zircon is greater than in ideal 
apatite and anisotropic in both. However, the degree of anisotropy is much more pronounced in 
zircon. The computational approach allows a comparison of the behavior of the ideal structures 
(i.e., defect-free) as compared to natural samples that may contain impurities or some level of 
radiation damage. Under most conditions, apatite will retain less radiation damage than zircon. 

Diffusion of actinide ions in actinide oxides: Stabilities of actinide oxide solid solutions will 
affect their properties, e.g., chemical and mechanical stabilities, relevant to reprocessing or 
geologic disposal of the used nuclear fuel. Therefore, it is important to know whether phase 
separation or phase aggregation of the different oxides of these solid solutions will form and to 
what extent the ordered phases will form in these solid solutions. If a solid solution is not 
thermodynamically favorable, the oxide may or may not form separate phases, which is largely 
controlled by the kinetics of the phase separation or exsolution process. In this process, actinide 
diffusion in uranium dioxide plays an essential role in determining the kinetics whether phase 
separation actually occurs in case the thermodynamics is favorable for such a separation. In 
addition, diffusion of actinides in UO2 fuel also plays a role in determining the kinetics of the 
microstructure evolution such as structural deformation and void formation of the fuel at 
operation conditions in nuclear reactors. Fission gas diffusion and associated gas bubble 
formation in UO2 have been shown to be largely coupled or controlled by diffusion of U atoms in 
the structure.  The calculated activation energies and their components of different actinides in 
UO2 have been calculated and the migration energies for Th, U, Np, and Pu are 5.4, 5.2, 4.9, and 
4.0 eV, respectively. For Th diffusion in UO2, the calculated activation energy, 7.7 eV, is higher 
than the experimental value of _6.5 eV of Th in ThO2. For U diffusion in UO2, the calculated 
value of 7.3 eV is near the high end of the experimental values (i.e., 2.6–7.8 eV) using non-
irradiated samples of single crystal uranium dioxide. 

  



2. Results in more detail 

1.3. Thermodynamic properties of actinide-oxide solid solutions 

We have focussed our calculations of thermodynamic properties of actinide-oxide fuels on 
two phenomena: 

 Systematically determine the thermodynamic properties of actinide oxide solid solutions. 
Specifically, calculate the temperature-dependent excess enthalpy of mixing, excess free 
energy of mixing, and excess configurational entropy. 

 From the excess free energies, phase diagrams can be derived for any composition and 
temperature; this allows the identification of miscibility gaps and possible compositional 
ordering for each solid-solution binary (ternary, quaternary). 

 

3. Thermodynamics of oxide solid solutions 

The major advances in computational methodology in terms of the analysis of solid solution 
calculations were in the field of the excess thermodynamic properties of different oxide 
solutions.  We used a well-researched method to fit cation-cation interaction parameters with 
quantum-mechanical energies such that our 24 cation system could be scaled up to 2048 cations 
in Monte Carlo simulations.  Further thermodynamic integration allows for the study of 
temperature effects on the free energy and entropy of mixing of the solid solutions.  In this body 
of work, we analyzed the results beyond what has been done prior.  We were able to evaluate the 
apparent discrepancy in the temperature of exsolution onset from the Gibbs free energy of 
mixing diagrams and the evidence from the projection of the cation ordering.  By measuring the 
height of the Gibbs free energy peak with respect to the tangent of the curve, we were able to 
determine the exsolution driving force, which was further compared to the hindrances to 
exsolution.  The primary hindrance to exsolution is the surface energy built up between exsolved 
lamellae.  While the final deliverable was a temperature-composition phase diagram, we further 
analyzed effects of cation ordering based on different cation-cation interaction parameter fit 
models (i.e., fitting with and without a Margules parameter).  The different fit options allow the 
Monte Carlo simulations to more closely model an exsolved system.  Thus, by comparing the 
fits, we were able to simulate scenarios at two extremes – disorder and exsolution. 

1.4. Thermodynamic properties of ThxU1_xO2 (0 < x < 1) based on quantum–
mechanical calculations and Monte-Carlo simulations 

ThxU1_xO2+y binary compositions occur in nature, uranothorianite, and as a mixed oxide nuclear 
fuel. As a nuclear fuel, important properties, such as the melting point, thermal conductivity, and 
the thermal expansion coefficient change as a function of composition. Additionally, for direct 
disposal of ThxU1_xO2, the chemical durability changes as a function of composition, with the 
dissolution rate decreasing with increasing thoria content. UO2 and ThO2 have the same isometric 
structure, and the ionic radii of 8-fold coordinated U4+ and Th4+ are similar (1.14 nm and 1.19 nm, 
respectively). Thus, this binary is expected to form a complete solid solution. However, atomic-
scale measurements or simulations of cation ordering and the associated thermodynamic 
properties of the ThxU1_xO2 system have yet to be determined. A combination of density-functional 



theory, Monte-Carlo methods, and thermodynamic integration are used to calculate 
thermodynamic properties of the ThxU1_xO2 binary (Hmix, Gmix, Smix, phase diagram). The Gibbs 
free energy of mixing (DGmix) shows a miscibility gap at equilibration temperatures below 1000 K 
(e.g., Eexsoln = 0.13 kJ/(mol cations) at 750 K). Such a miscibility gap may indicate possible 
exsolution (i.e., phase separation upon cooling). A unique approach to evaluate the likelihood 
and kinetics of forming interfaces between U-rich and Th-rich has been chosen that compares the 
energy gain of forming separate phases with estimated energy losses of forming necessary 
interfaces. The result of such an approach is that the thermodynamic gain of phase separation 
does not overcome the increase in interface energy between exsolution lamellae for thin 
exsolution lamellae (10 Å). Lamella formation becomes energetically favorable with a reduction 
of the interface area and, thus, an increase in lamella thickness to >45 Å. However, this increase 
in lamellae thickness may be diffusion limited. Monte-Carlo simulations converge to an exsolved 
structure [lamellae || (22-1)] only for very low equilibration temperatures (below room 
temperature). In addition to the weak tendency to exsolve, there is an ordered arrangement of Th 
and U in the solid solution [alternating U and Th layers || {1 0 0}] that is energetically favored 
for the homogeneously mixed 50% Th configurations. Still, this tendency to order is so weak that 
ordering is seldom reached due to kinetic hindrances. The configurational entropy of mixing 
(Smix) is approximately equal to the point entropy at all temperatures, indicating that the system 
is not ordered. 

1.5. Atomistic calculations of the thermodynamic properties of mixing for 
tetravalent metal dioxide solid solutions: (Zr,Th,Ce)O2  

The thermodynamic mixing properties for isometric ThxCe1_xO2, CexZr1_xO2, and ThxZr1_xO2 
were determined using quantum-mechanical calculations and subsequent Monte-Carlo 
simulations. Although the ThxCe1_xO2 binary indicates exsolution below 600 K, the energy gain 
due to exsolution is small (Eexsoln = 1.5 kJ/(mol cations) at 200 K). The energy gain for 
exsolution is significant for the binaries containing Zr; at 1000 K, Eexsoln = 6 kJ/(mol cations) for 
the CexZr1_xO2 binary, and Eexsoln = 17 kJ/(mol cations) for the ThxZr1_xO2 binary.The binaries 
containing Zr have limited miscibility and cation ordering (at 200 K for x = 0.5). At 1673 K, 
only 4.0 and 0.25 mol% ZrO2 can be incorporated into CeO2 and ThO2, respectively. Solid-
solution calculations for the tetragonal ThxZr1_xO2 binary show decreased mixing enthalpy due to 
the increased end-member stability of tetragonal ZrO2. Inclusion of the monoclinic ZrO2 is 
predicted to further reduce the mixing enthalpy for binaries containing Zr.  

1.6. Density functional theory and Monte-Carlo simulations of the 
thermodynamic mixing properties of the UO2-HfO2 solid solution 

177Hf is used as burnable neutron poison in nuclear fuel UO2. Quantum-mechanical 
calculations were applied to cubic, tetragonal and monoclinic UO2 and HfO2 supercells using 
density functional theory by two sets of parameters. Cation exchange parameters were then fit 
using the excess energy of mixing of different compositions, and the enthalpy of mixing was 
calculated using Monte Carlo simulations. Subsequent thermodynamic integration was 
performed to derive the Gibbs free energy of mixing. The results show that the UO2-HfO2 system 
calculated in a relative large cell forms extensive solid solution across the entire compositional 
range. However, in another set of calculations which leads to a smaller cell, wide range of 
unmixing region is found at low temperature. By comparison with stable phase region of the 
experimental determined UO2-ZrO2 phase diagram, the phase diagram of UO2-HfO2 with 



considerations of phase transition was obtained. At temperature below 1400K, umixing or cubic-
monoclinic coexisted phases regions could occur. The expected region of the miscibility gap 
containing cubic-tetragonal phases is close to the end member of UO2 side. Above 2600K, 
complete solid solution with cubic structure is likely to be found.  

 

4. Diffusion 

The objectives in the diffusion section of this project as stated in the proposal were ill be 
performed to study the mechanism and kinetics of, e.g., phase separation and the formation of 
gas inclusions. Thus, the proposed diffusion calculations in actinide-oxide fuels were focussed 
on two phenomena: 

 In the first part of the proposal, we have determined the thermodynamic properties of 
actinide oxide solid solutions, including burnable poisons. For some of the 
binaries/ternaries, there will be cation ordering, at least at the nano-scale; for others, 
exsolution may occur. For both processes, diffusion is necessary to transport the cation 
from its original position to the position in an exsolved phase. If diffusion is hindered, the 
more or less homogeneously disordered and, thus, thermodynamically less stable phase is 
the one that needs to be evaluated for the stability of a certain composition at a given 
temperature (rather than the most stable ordered or exsolved phase). Thus, diffusion 
mechanisms and constants will be derived as a function of temperature. As a result, the 
kinetics of phase separation has to be determined. This diffusion process is mainly a 
cation-cation swap process; in some cases, it may be mediated by the occurrence of 
defects in the structure. 

 In addition to diffusion that leads to exsolution and ordering of the oxide matrix, the 
diffusion of fission product gases (I, Kr, Xe) needs to be evaluated. Fission product gases 
can weaken the oxide structure, act as neutron-capturing elements, and may outgas as a 
function of temperature. The diffusion mechanism of these gases is mainly interstitial. 

1.7. Attempt frequency of interstitial oxygen diffusion in hyperstoichiometric 
UO2+x 

Diffusion of interstitial oxygen atoms in hyperstoichiometric uranium dioxide plays 
important roles in a range of chemical and physical properties, such as thermal conductivity and 
corrosion of uranium dioxide. These properties are related to the performance of uranium dioxide 
nuclear fuel in nuclear reactors and safe disposal of used nuclear fuel.  

In order to determine the diffusion coefficient of oxygen interstitial using first-principles 
calculations, the jump frequency for the oxygen migration were carried out for the diffusing 
atom by calculating the related partial Hessian matrix. The attempt frequency is calculated based 
on the equation: 
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Where, vi = normal mode vibrational frequencies for the atom at the stable ground state and 
vi* = normal mode vibrational frequencies for the atom at the activated state. Two frequency 
calculations were performed: one at the stable state, an oxygen interstitial was added in the 
octahedral vacant site; and one at the transition state, one oxygen was added in the middle of the 
two neighboring octahedral vacant sites. For the stable state calculation, the system was 
optimized before the frequency calculation. For the transition state calculation, the atom at the 
transition state was optimized in the plane perpendicular to the reaction/diffusion path before the 
frequency calculation. For the stable state, there are three frequencies: 391.8, 392.1, and 392.4 
cm-1, and for the transition state, there are two frequencies: 458.7 and 512.8 cm-1. Thus, the 
attempt frequency is 256.2 cm-1, or ~0.81013 s-1.  Another way to estimate the attempt 
frequency is to assume that the potential function of the diffusing atom is represented by a 
sinusoidal function and the frequency is then determined by the barrier height and jump distance. 
The results show that the calculated values based on the latter method is higher than the direct 
frequency calculation, suggesting that the sinusoidal potential overestimates the attempt 
frequency. 

The results suggest that the direct frequency calculation used in this study is a better way to 
calculate the attempt frequency calculation in diffusion calculations, and should be used to the 
future attempt frequency calculations of atom diffusion.  

1.8. Activation energetics of actinide impurity diffusion in UO2 

Diffusion of actinides in uranium dioxide plays an important role in determining 
thermodynamic and mechanic properties of the material.  

In this study, activation energies of Th, U, Np, and Pu diffusion in uranium dioxide were 
systematically studied using first-principles calculations. The generalized gradient approximation 
and projector-augmented wave methods with on-site Coulomb repulsive interaction were applied 
within Density Functional Theory and Plane Wave framework. We have examined two diffusion 
paths, one along the lattice <110> direction and the other along the lattice <100> direction, in the 
face-centered cubic UO2 structure. The results show that the <110> path has lower migration 
energy than the <100> path. Under the assumption of a vacancy-assisted jump diffusion 
mechanism, we have calculated: 

(i) Vacancy and binding energies, and 

(ii) NEB calculations of migration barriers. 

Our calculations show that the major contribution to the activation energy is the migration 
energy, followed by the vacancy formation energy and vacancy binding energy, where the last 
has the lowest contribution. However, differences in the activation energies among different 
actinides stem from both the migration and vacancy binding energies, both of which decrease 
with atomic number.  

Our results show that there is an approximately linear relation between activation energy and 
atomic number and an asymptotic relation between activation energy and ionic radius of the 
actinides. The present study suggests that the migration of the actinides through the uranium 
dioxide lattice is closely correlated to the number of 5f electrons and the size of the diffusion 
atoms. We also aware that the discrepancies between the absolute values of the calculated and 
experimentally observed activation energies still remain, which calls for future investigation of 



actinide diffusion in the material. 

Attempt frequency of actinide impurity diffusion in UO2 

This is the second part of a study of actinide impurity diffusion in uranium dioxide. In this 
work, we focused on the attempt frequency calculation of the actinide atoms (Th, U, Np, and Pu) 
in UO2.  

The jump frequency for the oxygen migration were carried out for the diffusing atom by 
calculating the related partial Hessian matrix. The attempt frequency is calculated based on the 
equation: 
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Where, vi = normal mode vibrational frequencies for the atom at the stable ground state and 
vi* = normal mode vibrational frequencies for the atom at the activated state. Two frequency 
calculations were performed: one at the stable state; and one at the transition state. Both of the 
states were carefully calculated using the Nudged Elastic Band (NEB) method using VASP.  

The results are now being processed. The goal of this study is to demonstrate the capability 
of using first-principles methods to directly calculated self-diffusion coefficient of actinide 
diffusion in uranium dioxide, to resolve inconsistencies observed diffusion coefficients in the 
literature, and to reconcile the proposed cationic diffusion mechanisms using theoretical 
approaches.   

1.9. He diffusion in zircon and apatite as an example of uranium-induced 
interstitial diffusion 

Diffusion of He in zircon and apatite, as generated from the -decay of uranium in natural 
systems, is of fundamental importance in the interpretation of He-loss measurements used in 
thermochronology. In addition, it serves a s a model system for interstitial diffusion in solid 
materials.  The diffusion of He in zircon is strongly anisotropic, while experimental 
measurements find He diffusion in apatite to be nearly isotropic. We present the first calculations 
for He diffusion in Ca-5(PO4)(3)F fluroapatite and re-calculate He diffusivity in zircon, ZrSiO4, 
in order to make a consistent comparison with the results of the apatite calculations and clarify 
discrepancies in the literature.  

He diffusion in ideal zircon is greater than in ideal apatite and anisotropic in both. However, 
the degree of anisotropy is much more pronounced in zircon. The computational approach allows 
a comparison of the behavior of the ideal structures (i.e., defect-free) as compared to natural 
samples that may contain impurities or some level of radiation damage. The calculated 
diffusivities for the ideal structure are in closer agreement with experimentally determined values 
for natural apatite than for zircon. The calculations predict that the perfect zircon structure will 
have high diffusivities due to large uninterrupted "channels" along [001]. However, in natural 
samples, these channels may be interrupted due to the presence of impurities, e. g., radiogenic 
Pb, or nanoscale radiation-damage cascades, 5 nm in diameter, created by the alpha-decay of 
incorporated U and Th, thus effectively lowering the diffusivity. The damage microstructure 



depends on the fluence and thermal history of the sample, and variations in thermal history can 
lead to variations in the He-loss and the interpreted age and thermal history. Closure 
temperatures in the ideal structure are extremely low, -35 degrees C for apatite and -150 degrees 
C for zircon, suggesting the degree of radiation damage plays an important role in attaining 
closure to He loss.  
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ThxU1�xO2+y binary compositions occur in nature, uranothorianite, and as a mixed oxide nuclear fuel. As a
nuclear fuel, important properties, such as the melting point, thermal conductivity, and the thermal
expansion coefficient change as a function of composition. Additionally, for direct disposal of ThxU1�xO2,
the chemical durability changes as a function of composition, with the dissolution rate decreasing with
increasing thoria content. UO2 and ThO2 have the same isometric structure, and the ionic radii of 8-fold
coordinated U4+ and Th4+ are similar (1.14 nm and 1.19 nm, respectively). Thus, this binary is expected to
form a complete solid solution. However, atomic-scale measurements or simulations of cation ordering
and the associated thermodynamic properties of the ThxU1�xO2 system have yet to be determined. A com-
bination of density-functional theory, Monte-Carlo methods, and thermodynamic integration are used to
calculate thermodynamic properties of the ThxU1�xO2 binary (DHmix, DGmix, DSmix, phase diagram). The
Gibbs free energy of mixing (DGmix) shows a miscibility gap at equilibration temperatures below
1000 K (e.g., Eexsoln = 0.13 kJ/(mol cations) at 750 K). Such a miscibility gap may indicate possible exsolu-
tion (i.e., phase separation upon cooling). A unique approach to evaluate the likelihood and kinetics of
forming interfaces between U-rich and Th-rich has been chosen that compares the energy gain of forming
separate phases with estimated energy losses of forming necessary interfaces. The result of such an
approach is that the thermodynamic gain of phase separation does not overcome the increase in interface
energy between exsolution lamellae for thin exsolution lamellae (10 Å). Lamella formation becomes
energetically favorable with a reduction of the interface area and, thus, an increase in lamella thickness
to >45 Å. However, this increase in lamellae thickness may be diffusion limited. Monte-Carlo simulations
converge to an exsolved structure [lamellae || ð21 �1Þ] only for very low equilibration temperatures (below
room temperature). In addition to the weak tendency to exsolve, there is an ordered arrangement of Th
and U in the solid solution [alternating U and Th layers || {1 0 0}] that is energetically favored for the
homogeneously mixed 50% Th configurations. Still, this tendency to order is so weak that ordering is sel-
dom reached due to kinetic hindrances. The configurational entropy of mixing (DSmix) is approximately
equal to the point entropy at all temperatures, indicating that the system is not ordered.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

Thorium and uranium are the two heaviest naturally occurring
elements, and both are utilized in nuclear fuels. While 0.7% of nat-
urally occurring uranium is the fissile 235U isotope, thorium only
occurs as the fertile 232Th isotope. However, 232Th can be converted
to 233U, which can be bred in both thermal and fast neutron reac-
tors, because the value of g (i.e., the mean number of fission neu-
trons produced per thermal neutron) is greater than 2.0 over a
wide range of the thermal neutron spectrum [1]. The 232Th to
ll rights reserved.
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233U conversion occurs via the neutron absorption and subsequent
b-decays in Reaction (1). Either fissile 235U or 239Pu is needed in Th-
fuels to initiate the fission required to convert fertile 232Th to fissile
233U.

232Th !n;c
7:37 barns

233Th !b
�

s1=2¼22 mins

233Pa !b
�

s1=2¼27 days

233U ð1Þ

There has been renewed interest in Th-based fuels because of
advantages related to proliferation resistance [1–3] and enhanced
in-reactor performance [4–8]. Additionally, Th-based fuels have a
higher chemical durability, as thorium only exists in its 4+ oxida-
tion state, whereas uranium exists primarily in the 4+ and 6+ oxi-
dation states. Due to the presence of two unpaired electrons for
U4+, UO2 is easily oxidized in the presence of water and oxygen
:10.1016/j.jnucmat.2011.01.017
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to a wide variety of U(VI)-compounds [9]. The aqueous dissolution
rate of UO2 is significantly decreased when doped with Th [10–14].
Thus, the addition of ThO2 improves the chemical durability of
oxide fuels in a geologic repository.

Naturally occurring isometric thorianite, ThO2, is isostructural
with uraninite, ideally UO2+x. Unit cell parameters change almost
linearly according to Vegard’s law with changing composition,
which has lead most to conclude that this binary forms a complete
solid solution [15,16]. However, mixed Th–U oxides, uranothoria-
nite, may be exsolved at the nanoscale [17,18]. In addition, phys-
ico-chemical properties, such as sintering capability, depend on
cation homogeneity, which can be controlled during synthesis
[19,20]. Solid-state exsolution is the phase separation promoted
by the thermodynamic properties of the solid solution. The same
type of nano-scale exsolution and/or cation ordering of mixed-
Th–U nuclear fuels may affect important properties, such as ther-
mal conductivity, the thermal expansion coefficient, and the melt-
ing point of such a solid solution. Thus, in addition to knowledge of
the thermophysical and thermodynamic properties of Th-based
fuels, an understanding of cation ordering of mixed oxide fuels is
essential to fully understanding the in-reactor behavior of the fuel.
Quantum–mechanical calculations and Monte-Carlo simulations of
the complete ThxU1�xO2 solid-solution binary have been used to
calculate the enthalpy of mixing (DHmix). An idealized approach
was taken to evaluate stoichiometric dioxides as a first approxima-
tion to the more complex hyperstoichiometric ThxU1�xO2+y. Subse-
quent thermodynamic integration was applied to derive the Gibbs
free energy (DGmix) and configurational entropy (DSmix) of mixing.
The Gibbs free energy of mixing (DGmix) is used to generate a bin-
ary temperature–composition phase diagram for ThxU1�xO2, and
atomic-scale cation ordering is evaluated.
2. Methodology

Three consecutive computational methods were used to deter-
mine the solid-solution thermodynamic properties of ThxU1�xO2:
(1) quantum–mechanical geometry optimizations, (2) Monte-Carlo
simulations, and (3) thermodynamic integration. The quantum–
mechanical calculations were conducted in order to determine
the optimized geometry of the end-members (i.e., ThO2, UO2), as
well as intermediate compositions (e.g., ThxU1�xO2, where
0 < x < 1). The excess enthalpy of mixing was calculated from the
quantum–mechanical results. The final energies from the quan-
tum–mechanical calculations are then used to calculate cation–
cation interaction parameters for all possible pairs of exchangeable
cations. For instance, in the ThxU1�xO2 series, interaction parame-
ters are calculated for Th–U, Th–Th, and U–U for first-, second-,
third-, and fifth-nearest-neighbor interactions. The interaction
parameters are then used in the Monte-Carlo simulation to calcu-
late temperature-dependent thermodynamic properties of the so-
lid-solution series. Using a Monte-Carlo approach allows one to
evaluate millions of configurations for different compositions in
much larger supercells than is possible using quantum–mechanical
calculations.
2.1. Quantum–mechanical calculations

The program CASTEP (CAmbridge Serial Total Energy Package;
[21,22]) was used for the ground state total energy calculations.
CASTEP is a density-functional theory-based code that uses plane
waves as the basis function and pseudo-potentials to approximate
the behavior of the core electrons. Ultra-soft pseudo-potentials
were used to approximate the role of the core and inner valence
electrons [23]. Outer valence electrons (U 5f36s26p66d17s2,
Th 6s26p66d27s2, and O 2s22p4) are treated explicitly in the
Please cite this article in press as: L.C. Shuller et al., J. Nucl. Mater. (2011), doi
Hamiltonian of the Schrödinger equation. The spin-polarized
generalized gradient approximation (GGA) with the PW-91 [24]
functional was used to approximate the electron exchange and
correlation energies. GGA has shown greater structural agreement
for UO2 geometry optimizations than local density approximation
(LDA) [25]. The kinetic energy cut-off for the planewaves was
500 eV and the k-point spacing was 0.1 Å�1, which results in 9
k-points for the 2�1�1 unit cell without symmetry constraints
(i.e., P1). The total energy convergence tolerance was 1 � 10�5

eV/atom. Geometry optimizations were performed without sym-
metry constraints, and the starting unit cell parameters for the
intermediate structures were weighted averages of the end-
member unit cell parameters. A spin-polarized approach was used
for unit cells containing U to take into account the behavior of the
two unpaired 5f electrons in U++.

Both binary oxides have the cubic fluorite structure, and each
unit cell contains four formula units (Z = 4). The cation occupies
every other cube formed by the oxygen sublattice (Fig. 1), result-
ing in four possible exchangeable cation sites for a 1�1�1 unit
cell and eight exchangeable cation sites for a 2�1�1 unit cell.
The four exchangeable cations of a unit cell are equidistant from
each other, forming a tetrahedral coordination polyhedron around
the oxygen.
2.2. Generating interaction parameters

The total energy as calculated by CASTEP is the formation en-
ergy from the zero valent gaseous species. The enthalpy of mixing
from the quantum–mechanical calculations is determined as the
difference between the total energy with some concentration x of
Th in UO2 and a linear combination of the total energies of the
end-members (Eq. (2)). The quantum–mechanical calculations
are ground-state (0 K) calculations; therefore, the enthalpy of mix-
ing is considered to be an energy of mixing (DEmix). The energy of
mixing of Th into UO2 can also be described by a Hamiltonian that
takes into account the interactions between the cations, i.e., the
Th–Th, U–U, and Th–U interactions (Eq. (3)).

DECASTEP
mix ¼ EðThxU1�xO2Þ � ½xEðThO2Þ þ ð1� xÞEðUO2Þ� ð2Þ

DEfit
mix ¼ E0 þ

X
i

ni
Th—UEi

Th—U þ ni
Th—ThEi

Th—Th þ ni
U—UEi

U—U

� �
ð3Þ

In Eq. (3), i is the type of interaction as identified by the distance of
the cation interaction (i.e., first-, second-, third-nearest-neighbor
interaction), ni is the number of interactions of a type i in a given
cell configuration (e.g., n1

Th—U would be the number of first near-
est-neighbor Th–U interactions), and Ei is the energy contribution
associated with a given cation–cation pair. The asymmetry of the
system and the overall shape of a randomly ordered sub-regular so-
lid solution are approximated by a Margules function (Eq. (4)). Later
calculations are concerned with excess properties, so the interac-
tion energies from Eq. (3) (Ei) are combined into an exchange
parameter Ji, which describes the energy associated with the Th–
U cation exchange (Eq. (5)). The interaction parameters Ji

Th—U and
the Margules parameters W1 and W2 are fit to the quantum–
mechanically determined energy of mixing according to Eq. (6).
The interaction parameters for the solid-solution series and Mar-
gules parameters are listed in Table 1.

E0 ¼ xð1� xÞ½W1xþW2ð1� xÞ� ð4Þ

Ji
Th—U ¼ Ei

Th—U � 1=2ðEi
Th—Th þ Ei

U—UÞ ð5Þ

Eexcess ¼ E0 þ
X

ni
Th—UJi

Th—U ð6Þ
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Fig. 1. Uraninite (ideally UO2) and thorianite (ThO2) have the fluorite crystal structure, where the cations are 8-fold coordinated and occupy every other cube generated by
the oxygen sublattice. (a) The larger atoms in this figure represent the cation in the foremost oxygen cube and the smaller atoms occupy the cubes into the page. The
quantum–mechanical calculations are performed on 2�1�1 units cells (b), where the first, second, third, and fifth-nearest neighbors are the only interaction types that do not
go beyond the unit cell. J1 corresponds with a distance r = 3.86 Å, J2 with r = 5.48 Å, J3 with r = 6.69 Å, and J5 with r = 8.65 Å.

Table 1
Margules and interaction parameters fit for 1�1�1 unit cells and 2�1�1 unit cells.

Parameter Cation-cation
distance (Å)

1�1�1 2�1�1

W1 (kJ/mol exchangeable
cations)

25.1 15.2

W2 (kJ/mol exchangeable
cations)

7.4 2.8

J1 (J/mol Th–U
interactions)

3.86 �3.0 24.0

J2 (J/mol Th–U
interactions)

5.48 N/A 24.0

J3 (J/mol Th–U
interactions)

6.69 N/A �2.0

J4 (J/mol Th–U
interactions)

7.72 N/A Linearly
dependent ? N/A

J5 (J/mol Th–U
interactions)

8.65 N/A �18.0

Correlation coefficient 0.926 0.960
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The quality of fit for the interaction parameters is evaluated
by comparing the fit using different numbers of configurations
and compositions across the ThxU1�xO2 binary. Two fit scenarios
are compared in Table 1. For a 1�1�1 unit cell, the only type of
cation–cation interaction, as identified by the distance between
two cations, is the first nearest-neighbor interaction because all
cations are at an equal distance r from each other (r = 3.86 Å).
Due to the computational expense of the quantum–mechanical
calculations, the expansion of the unit cell was limited to
2�1�1. This unit cell expansion improved the fit for the ex-
change parameters, and increasing the number of configurations
adds more energetic information on longer-range interactions.
The types of cation–cation interactions increased from only first
nearest-neighbor interactions to the inclusion of fifth nearest-
neighbor interactions. J1–3 represent the first-, second-, and
third-nearest neighbor interactions (r1 = 3.86 Å, r2 = 5.48 Å,
r3 = 6.69 Å), and J5 represents the fifth-nearest neighbor interac-
tions (r5 = 8.65 Å). The forth nearest-neighbor interaction does
not improve the fit because this parameter is linearly dependent
on the first nearest-neighbor interaction. The absolute value of
the first and fifth nearest-neighbor interaction parameters are
about equal but opposite in sign. That is, if the system tends
to have more nearest-neighbor U–Th interactions, homocationic
U–U and Th–Th fifth nearest-neighbor interactions would be fa-
vored and vice versa. The 2�1�1 fit was used for the Monte-Car-
lo simulations to include the most information about the
energetics of the Th–U system.
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2.3. Monte-Carlo simulations

The exchange parameters, Ji, are used in the Monte-Carlo simu-
lations to calculate the lattice energy for millions of different cation
configurations. The excess enthalpy of mixing is calculated for the
solid-solution series using the methodology previously described
[26–28]. An energy E is associated with each starting configuration,
and the energy change associated with swapping cation positions
is DE. If DE is negative, meaning that the new configuration is more
energetically favored than the previous configuration, the new
configuration is accepted. If DE is positive, then the new configura-
tion is accepted with a probability following a Boltzmann distribu-
tion. In practice, the swap is accepted if exp(�DE/kT) is greater
than a random number between 0 and 1. An 8�8�8 supercell of
the conventional unit cell was constructed for the Monte-Carlo
simulations, resulting in 2048 exchangeable cation sites. The en-
tropy of mixing and Gibbs free energy of mixing are then calcu-
lated using the Bogoliubov integration scheme [28–30].

3. Structure analysis of quantum–mechanical calculations

The unit cell parameter and hMe–Oi(Me = U, Th) bond lengths
are compared to extended X-ray adsorption fine structure (EXAFS)
and X-ray diffraction (XRD) measurements in order to validate the
quantum–mechanical calculations. The relationship between the
ThxU1�xO2 unit cell parameter and concentration of Th, where
0 < x < 1, follows Vegard’s law (Fig. 2a); that is the deviation of
the unit cell parameters from a line connecting uraninite and tho-
rianite is less than the scatter of the experimental and the calcu-
lated values for different configurations. The calculated unit cell
parameter for the end-members (Table 2) are within ±0.3% of the
experimental values, where the UO2 end-member is calculated to
be 0.3% larger, and the ThO2 end-member is calculated to be 0.3%
smaller than the experimental unit cell measurements [8,31–38].
The shorter hTh–Oi distances are expected according to the find-
ings that DFT–GGA calculations typically result in smaller unit cell
parameters and shorter bond lengths. The longer hU–Oi distances
may be attributed to the commonly reported errors of DFT calcula-
tions on highly correlated 5f electrons (U4+ contains two). How-
ever, the reported lattice parameters for UO2 range from 5.468 to
5.471 Å [31–38] (see Fig. 2a).

The hMe–Oi bond lengths for the first-shell distances and hMe–
Mei bond lengths for the second-shell distances are compared to
experimental EXAFS results, which show that the first-shell hMe–
Oi distances vary slightly across the solid solution range; however,
second-shell hMe–Mei distances vary significantly with composi-
tion [31]. Similar results are observed for the calculated hMe–Oi
and hMe–Mei distances (Table 3). After correcting the bond lengths
:10.1016/j.jnucmat.2011.01.017
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Fig. 2. (a) The weighted average of the quantum–mechanical calculations and experimental measurements [8,31–38] for the unit cell parameter versus concentration are in
general agreement with Vegard’s law, and the calculated lattice parameters are within the scatter of the experimental results. (b) The calculated nearest-neighbor hTh–Oi and
hU–Oi bond lengths are corrected for the 0.3% mismatch in the unit cell parameter and are compared with bond lengths determined by EXAFS measurements [31].

Table 2
Comparison of calculated unit cell parameter with measured values [31].

Structure Calculated (Å) Measured (Å) Difference (%)

ThO2 5.583 5.598 �0.3
UO2 5.487 5.471 0.3
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based on the 0.3% mismatch in the unit cell parameter, the bond
length as a function of Th concentration has no specific trend in
excess bond length based on a linear combination of the end-
members (Fig. 2b).
4. Thermodynamic properties of mixing

The enthalpy of mixing is positive at all temperatures, indicat-
ing that this is not an ideal solid-solution, which is a first indication
Please cite this article in press as: L.C. Shuller et al., J. Nucl. Mater. (2011), doi
that some unmixing may occur (Fig. 3a). The absolute values of the
maxima of the enthalpy of mixing, however, are relatively small,
only about 3 kJ/(mol exchangeable cations) at 1000 K. For compar-
ison, the maximum enthalpy of mixing at 1000 K for the ThSiO4–
USiO4 solid solution is about 11 kJ/(mol exchangeable cations)
[28]. The enthalpy of mixing curves are asymmetric with a maxi-
mum around x = 0.62 Th mole fraction; thus, the greatest amount
of unmixing is expected to occur in this composition range. Lower
enthalpy structures (i.e., an ordered structure and an exsolved
structure) are marked in Fig. 3a and discussed below.

In order to quantify the degree of unmixing, the Gibbs free en-
ergy of mixing has to be evaluated. At temperatures below 1000 K,
the Gibbs free energy of mixing curves for the ThxU1�xO2 binary
have a minimum at low and high Th concentrations, defining a
miscibility gap (Fig. 3b). The contact points, where the tangent line
touches the Gibbs free energy of mixing curve, define the mini-
mum and maximum Th concentration between which exsolution
:10.1016/j.jnucmat.2011.01.017
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Table 3
Comparison of calculated hMe–Oi(Me = Th, U) bond lengths with measured values
[31]. The calculated values are averaged over all hMe–Mei and hMe–Oi bonds within
each configuration.

Solid Calculated distance (Å) Measured distance (Å)

Th–O U–O hMe–Mei Th–O U–O hMe–Mei

ThO2 2.42 3.95 2.42 3.96
Th0.5U0.5O2 2.41 2.39 3.91 2.42 2.38 3.92
UO2 2.38 3.87 2.37 3.87

Fig. 3. Thermodynamic mixing properties with respect to the mole fraction of Th
and temperature from the Monte-Carlo simulation. (a) Enthalpy of mixing with the
enthalpy for the ordered and exsolved structures marked; (b) Gibbs free energy of
mixing showing a miscibility gap below 750 K, where the driving force (Eexsoln) is
labeled at 750 K and 430 K; (c) Configurational entropy is nearly equal to the point
entropy (configurational entropy without ordering) at all temperatures.

L.C. Shuller et al. / Journal of Nuclear Materials xxx (2011) xxx–xxx 5
can potentially occur. Thus, the solvus can be derived based on the
intersection of the tangents to each temperature-dependent Gibbs
free energy curve, and the resulting temperature-composition
phase diagram for the ThxU1�xO2 binary is shown in Fig. 4. The
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phase diagram in Fig. 4 is, however, based on the assumption that
all energy contributions are considered in the Monte-Carlo calcula-
tions and the subsequent thermodynamic integration. The validity
of this assumption and additional energy contributions are dis-
cussed below. As shown in Fig. 3c, the configurational entropy at
all temperatures is almost equal to the point entropy, which is
the configurational entropy without ordering, indicating that the
system is not converging to a specifically ordered state.

The lack of cation ordering, as indicated from the configura-
tional entropy curves, is observed from the Monte-Carlo results
at all calculated temperatures (Fig. 5a). However, based on the
Gibbs free energy of mixing, exsolution is expected to occur below
1000 K. Fig. 5b shows a completely mixed ordering scheme of
alternating Th/U layers || to (1 0 0) that is homogeneous down to
the scale of the original conventional unit cell. Symmetrically
equivalent to this ordered structure are alternating Th/U layers ||
to (0 0 1) and (0 1 0). The (1 0 0) lamellar configuration has the
lowest energy of the possible configurations based on an 8 cation
unit cell with 50% Th concentration, where the energy is calculated
using the interaction parameters for the configuration without
optimization. Thus, this configuration is not a direct result of the
interaction parameters. For example, the positive J1 parameter
indicates homocationic interactions are favored, and thus, does
not support alternating cation layers in any direction. The interac-
tion parameters (J1 through J5) directly support the observed nano-
exsolved structure with lamellae parallel to (21 �1) (Fig. 5c), which
is slightly more energetically favorable, according to the Monte-
Carlo simulations. The driving force, or respective energy to go
from the mixed to the exsolved structure, is defined as the exsolu-
tion energy (Eexsoln) labeled in Fig. 3b. A further complication arises
from the fact that the exsolved layers, which are indexed to be
(21 �1) in Fig. 5c, may be a linear combination of exsolution in the
{1 1 1}, {1 0 0}, and their symmetry-equivalent directions. That
means that the exsolution pattern can change direction, similar
to the changing direction of the oscillatory zoning observed in
the experimental BSE image of grossular-andradite garnet by Pol-
lok et al. [39]. Extremely low equilibration temperatures (<200 K)
would be necessary to stabilize a lamellar structure, which would
result in a substantially lower enthalpy of mixing for 0.5 mole frac-
tion of Th [1.69 kJ/(mol exchangeable cations)]. If the system were
to order, the enthalpy of mixing would be 1.87 kJ/(mol exchange-
able cations) at 0.5 mole fraction of Th. However, energetic compe-
tition between ordering in different directions and exsolution in
different directions out-weighs the driving forces for ordering
and/or exsolution.

The driving force for the exsolution, Eexsoln, is determined as the
difference between the maximum of the Gibbs free energy of mix-
ing curve and the tangent line that connects the minima of the
same curve. The tendency towards exsolution is exemplified in
Fig. 6, which shows Gibbs free energy of mixing curves for three
simulated binaries at a given temperature, T. The Gibbs free energy
of mixing curves have different maxima at 0.5 mole fraction of Th;
however, the phase diagram for each of the simulated binaries
would be identical, solely based on the concentrations correspond-
ing to the intersection of a tangent line through the minima. The
system with the largest Eexsoln has the greatest tendency for exsolu-
tion. The Eexsoln for the ThxU1�xO2 binary at temperatures below
1000 K is small – from 0.13 kJ/(mol cations) at 750 K up to
1.12 kJ/(mol cations) at 333 K – indicating that the tendency to-
wards exsolution is low. The Monte-Carlo simulations inherently
‘‘flatten’’ the Gibbs free energy curves because the cations are able
to swap positions with cations some distance away. Basically, the
simulations allow for unphysical long-distance cation exchanges
in order to reach thermodynamic equilibrium quickly, which
essentially avoids kinetically-hindered configurations (e.g., con-
sisting of very thin exsolution lamellae with a number of interfaces
:10.1016/j.jnucmat.2011.01.017
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Fig. 4. Estimated temperature-composition phase diagram indicating the miscibility gap in the ThxU1�xO2 binary.
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between U-rich and Th-rich phases) that would be caused by slow
solid-state cation diffusion rates; however, diffusion is not explic-
itly considered during the Monte-Carlo simulation. Exsolution is
further hindered by factors such as the buildup of a lattice mis-
match at the interface. Low temperatures are necessary for exsolu-
tion (by producing high Eexsoln values) to overcome the interfacial
energy (EIF) of the exsolution lamellae; however, the same low
temperatures would slow down the diffusion that is needed to
actually generate low-energy exsolution features, such as lamellae.

Exsolution occurs when the Eexsoln is greater than the EIF, which
is composed of a chemical and strain component. The chemical
contributions (i.e., the local U–Th interactions across the interface)
to the interface energy are contained in the interaction parameters,
Ji. However, the strain that accumulates as a result of the lattice
mismatch is not included because only small unit cells can be used
in the quantum–mechanical calculations that are the basis for the
derivation of the J0s. A large quantum–mechanical unit cell would
be required in order to calculate the strain between a U-rich and
Th-rich phase, which would be computationally expensive. Thus,
results from a study on the solid solution and phase separation
of the isometric garnet compositions, andradite [Ca3Fe2(SiO4)3]
and grossular [Ca3Al2(SiO4)3], are used as a rough estimate for
the interface energy [40]. The garnet solid solution may be a suit-
able analogy because the grossular-andradite system has similar
lattice mismatch (1.8%) as the uraninite–thorianite system, and
interfaces are chemically similar, i.e., between high-spin (U4+ or
Fe3+) and low-spin (Th4+ or Al3+) phases. The EIF for the grossular-
andradite exsolution lamellae was calculated to be �1 meV/Å2 or
96.5 � 10�3 kJ/(mol Å2) [40], and this value is used in Eq. (7) to cal-
culate the EIF for the ThO2–UO2 lamellae.

EIF ¼ AðÅ2
=unit cellÞ � E0IFðkJ=ðmol Å

2ÞÞ
� 1=Ncðunit cell=#cationsÞ

¼ 37778:72 Å
2
=cell � 96:5� 10�3 kJ=ðmol Å

2Þ
� 1=8198ðcell=#cationsÞ

� 0:4 kJ=ðmol cationsÞ ð7Þ

where A is the area of the interface, E0IF is the interface energy per
unit area taken from the grossular-andradite example, and Nc is
the number of cations in the unit cell. The factor 1/Nc is used to
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normalize the interface energy to the number of cations involved
in the formation of the interfaces rather than an interface area,
which makes it easier to compare EIF with Eexsoln. The total interface
area was obtained by cleaving the 8 � 8 � 8 supercell along the
(21 �1) starting at the first interface, resulting in a rectangular slab
with 8 interchanging layers of U and Th. The total interface area
is 37,778 Å2/cell, and the total number of cations in the slab is
8198 cations/cell. The EIF for the exsolved Th0.5U0.5O2 structure is
0.4 kJ/(mol exchangeable cations) – substantially larger than the
Eexsoln at 750 K, which indicates that the driving force for exsolution
cannot overcome the interface energy. The above estimate of the
driving force to form lamellae versus the build-up of interface en-
ergy becomes more favorable for the former if the lamellae are
thicker (i.e., less interface area per unit volume). In the above exam-
ple, EIF and Eexsoln become equal if the average thickness of the
lamellae increases from �10 Å (i.e., the lamellae are about 3 cation
rows thick and spaced about 3.5 Å apart) to �45 Å. However, slow
diffusion requires much longer equilibration times. In addition,
wider/thicker lamellae would have to be formed without going
through the less energetically favored thinner ones, which is unli-
kely. These additional hindrances are even greater at lower temper-
atures. For example, the Eexsoln at 333 K [Eexsoln = 1.12 kJ/(mol
exchangeable cations)] is greater than the EIF[0.4 kJ/(mol exchange-
able cations)], yet exsolution is not observed in the Monte-Carlo
simulation until below room temperature. The onset of exsolution
is reached well before discernable exsolution lamellae are observed
because the driving force for exsolution is small.
5. Composition of natural and synthetic ThxU1�xO2

One approach to validating the incorporation limit of ThO2 in
UO2, as calculated in this study, is to compare the calculated results
with analytical data on the compositions of natural and synthetic
samples. The difficulty with such an approach is that most analyt-
ical methods do not distinguish between nano-scale exsolution
features and truly homogeneous solid solutions. In addition, espe-
cially for synthetic samples, equilibrium is often not reached due to
insufficient time for equilibration, unless samples are equilibrated
at very high temperature for a long period of time, as in [19]. How-
ever, such a high temperature equilibration approach would not
help in determining incorporation limits for low-temperature
:10.1016/j.jnucmat.2011.01.017
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Fig. 5. Schematic of supercells indicating the (a) random arrangement of cations at
temperatures above 200 K, (b) alternating U and Th layers || {1 0 0}, which is the
most favorable unexsolved configuration for a 50:50 composition, and (c) exsolved
lamellae structure || (21 �1) at temperatures below 200 K.
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incorporation. Finally, whether the thermodynamically-possible
incorporation limit is actually reached in natural samples may be
limited by the composition of the fluid from which the solid solu-
tion formed.

Natural samples of uraninite and thorianite containing various
amounts of Th and U, respectively, have been documented
[16,41–44]. Uraninite samples from the natural fission reactor at
Oklo–Okélobondo uranium deposit in southeast Gabon contain
minimal amounts of ThO2 (<0.1 wt.% oxide) [43,44]. The Oklo–
Okélobondo uranium deposits formed during the accumulation of
oxidized U-rich saline fluids, which later came into contact with
reducing oil-rich fluids, causing the reduction of U6+ to U4+. Tho-
rium, which only occurs in the 4+ oxidation state, would not have
Please cite this article in press as: L.C. Shuller et al., J. Nucl. Mater. (2011), doi
been mobilized in the oxidized U-rich saline fluid. Thus, Th is pres-
ent as a fissiogenic daughter product of 240Pu and 236U generated
by neutron-capture reactions [43]. Similarly, only minimal concen-
trations of ThO2 are found in sedimentary and vein-type uraninite
deposits due the oxidation of uranium to U(VI) in solution prior to
precipitation.

Of the three types of natural uraninite deposits (sedimentary,
vein-type, or igneous), typically only the igneous deposits contain
fractions of ThO2 greater than 1 mol% [41,45,46]. The composition
of uraninite and thorianite from igneous rocks of the Grenville
province of the Canadian Shield contain U:Th ratios ranging from
9.2 to 0.43. The compositions of the uraninites were evaluated
based on oxide weight% of Th and slightly-oxidized U (7–55 wt.%
ThO2 and 25–73 wt.% U3O8) [16]. Although the calculations are
completed for the idealized stoichiometric solid solution, measure-
ments from natural (non-stoichiometric) samples provide a gen-
eral estimate for the compositional range. Frondel [42] noted
that uraninites primarily contain <20 wt.% ThO2, and those con-
taining equal amounts of U and Th are rare. Based on the composi-
tions of natural samples, there is no clear evidence that the
ThxU1�xO2 binary is a continuous solid solution.

Chemical analysis and XRD data for synthetic ThxU1�xO2 sup-
port the hypothesis of complete solid solution, based on the agree-
ment of the unit cell parameters with Vegard’s law, which is an
indirect measure that indicates the linearity of the energetics of
the binary [8,34–37]. The unit cell parameters of natural and
synthetic samples are typically measured using bulk analysis
techniques, such as XRD; thus, potential local expansion or
contraction beyond Vegard’s law would be difficult to detect. In
addition, Vegard’s law is only a rough indication of the thermody-
namics across a solid-solution series. The synthesis (or subsequent
calcination) temperatures for typical specimens are above 1273 K
and can be as high as 1973 K (e.g., [19]), which is well above the
critical temperature based on the calculations in this study. Thus,
if the synthetic samples were cooled rapidly, a homogeneous com-
position would be quenched. The Monte-Carlo simulations indicate
that too low of a temperature is necessary for exsolution to occur;
thus, possible heterogeneities are more likely due to the kinetics of
growth processes. For example, the oscillatory zoning in garnets is
driven by the kinetics of growth processes, not the non-ideality of
the solid solution because the miscibility gap forms at too low of a
temperature [39]. The synthesis route for ThxU1�xO2 solid solutions
greatly influences the degree of homogeneity, where wet chemis-
try methods result in higher homogeneity than dry chemistry
methods [19,20].
6. Comparison with calorimetric measurements

Calorimetric measurements can be used to determine the ener-
getic state of intermediate compositions for direct comparison to
the calculated thermochemical parameters of the solid solution.
The calculated enthalpies and Gibbs free energies are reported as
enthalpies of mixing and Gibbs free energies of mixing. Thermody-
namic mixing properties are calculated in reference to a linear
combination of the end-members and can be directly compared
to measured thermodynamic mixing properties. Experimentally,
mixing properties are determined from measuring enthalpies of
formation or Gibbs free energy of formation of end-members and
intermediate members. The excess properties of the intermediate
compositions are then evaluated with respect to a molar fraction
of the end-members. Calorimetric measurements can measure
enthalpies of formation and, in turn, enthalpies of mixing (e.g.,
[47,48]); however, such measurements for intermediate composi-
tions across the ThO2–UO2 solid solution are not yet available.
:10.1016/j.jnucmat.2011.01.017
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Fig. 6. Example Gibbs free energy of mixing curves versus composition indicating that, while the maximum of the curves are different in magnitude, the composition at which
the tangential line to the minima intersects each curve is the same.
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Alternatively, enthalpy increments and heat capacities are
calorimetric measurements that are commonly available for inter-
mediate compositions across the ThO2–UO2 solid solution [38,49–
53]; however, enthalpy increments and heat capacities cannot be
compared with the results of the calculations in this study. Dash
et al. [53] compute Gibbs free energies of mixing from old vapor
pressure data [54], which have since been disregarded [51]. The
computed Gibbs free energy of mixing from Dash et al. [53] is less
than �15 kJ/mol at x = 0.5 and T = 1500 K for ThxU1�xO2. When
compared with the maximum configurational entropy (i.e.,
TDS = �RT(xlnx + (1 � x)ln(1 � x), using the point entropy where
no ordering is considered), their DH data is roughly �6.4 kJ/mol.
However, due to the nearly ideal behavior as is evidenced by the
unit cell parameters [31–38] and vapor pressures [51,54], the en-
thalpy of mixing should be low. Unfortunately, systematic mea-
surements of DGmix for the full solid solution from ThO2 to UO2

are currently not available; therefore, only the comparison with
unit cell parameter measurements (Section 3) and the comparison
with natural and synthetic Th concentrations (Section 5) have been
used to validate the computational results.
7. Implications for ThxU1�xO2 solid solutions

The cation ordering determined from the Monte-Carlo simula-
tions and the phase diagram generated from the calculated Gibbs
free energy of mixing indicate that the ThxU1�xO2 system has a
small tendency to exsolve below 1000 K (727 �C); however, exsolu-
tion lamellae are observed only for calculations at temperatures
below 200 K. The only experimental evidence that may indicate
exsolution in the ThxU1�xO2 binary is the sharp increase in mag-
netic susceptibility at 55 mol% ThO2 in UO2 [37]. However, nano-
scale exsolution cannot be detected from bulk analysis techniques
(e.g., XRD). Natural and synthetic samples could be homogeneous,
and appear completely miscible, due to quenching from the high
synthesis temperatures (>1000 �C). In addition, kinetic hindrances
due to slow cation diffusion rates are expected to inhibit the for-
mation of an interface between a Th-rich and U-rich phase or
lamella.
Please cite this article in press as: L.C. Shuller et al., J. Nucl. Mater. (2011), doi
While computational results indicate nano-scale formation of
interfaces (shown in Fig. 5c), analysis of nano-scale features in
experiments is often difficult because one has to have nano-scale
resolution, and the nano-scale lamellae resulting from the forma-
tion of interfaces are often difficult to detect. For example, transmis-
sion electron microscopy has been used to resolve the nano-scale
exsolution lamella in the hematite–ilmenite solid solution,
which provides details about unusual magnetization features
[18]. However, few studies exist in which such high-resolution
techniques are used to re-evaluate previously studied solid solu-
tions. Ordering within the unit cell, as shown in Fig. 5b, but extend-
ing only to the range of a nano-domain is often even harder to
detect experimentally. To a certain degree, one would be able to
detect the internal domain structure (e.g., number of Th–U interac-
tions in the first coordination shell) using EXAFS. However, the
local structure information obtained using EXAFS is spatially
averaged. To the authors’ knowledge, an atomic-scale investigation
of the energetics and cation ordering in the ThxU1�xO2 system has
not been conducted. However, according to the computational
analysis exsolution temperatures are so low that exsolution in
natural uranothorianite and synthetic ThxU1�xO2 is not expected.
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a b s t r a c t

The thermodynamic mixing properties for isometric ThxCe1�xO2, CexZr1�xO2, and ThxZr1�xO2 were

determined using quantum-mechanical calculations and subsequent Monte-Carlo simulations.

Although the ThxCe1�xO2 binary indicates exsolution below 600 K, the energy gain due to exsolution

is small (Eexsoln¼1.5 kJ/(mol cations) at 200 K). The energy gain for exsolution is significant for the

binaries containing Zr; at 1000 K, Eexsoln¼6 kJ/(mol cations) for the CexZr1�xO2 binary, and

Eexsoln¼17 kJ/(mol cations) for the ThxZr1�xO2 binary. The binaries containing Zr have limited

miscibility and cation ordering (at 200 K for x¼0.5). At 1673 K, only 4.0 and 0.25 mol% ZrO2 can be

incorporated into CeO2 and ThO2, respectively. Solid-solution calculations for the tetragonal ThxZr1�xO2

binary show decreased mixing enthalpy due to the increased end-member stability of tetragonal ZrO2.

Inclusion of the monoclinic ZrO2 is predicted to further reduce the mixing enthalpy for binaries

containing Zr.

& 2012 Elsevier Inc. All rights reserved.

1. Introduction

Several AX2 oxides are known to have the isometric fluorite,
CaF2, structure, including those relevant to current and advanced
nuclear fuels (e.g., UO2, ThO2). Mixed-Th–U fuels are under active
investigation [1] and have been tested in power reactors (e.g.,
Shippingport and Fort St. Vrain in the United States and KAPS in
India [2]). For such mixed Th–U fuels, Zr and Ce may be present as
part of the initial fuel matrix (e.g., inert matrix fuel) or part of the
final fuel matrix as fission products.

Ce is often used experimentally as a surrogate for Pu because of
their similarities in atomic radii and valence states. In addition, the
Ce–Zr dioxide binary has been extensively studied for use as an
automobile exhaust catalyst, fuel-cell electrolyte, and oxygen gas
sensor [3–5]. At high temperatures, ZrO2, which has been proposed
as an inert matrix fuel [6], has the isometric fluorite structure and
undergoes a phase transformation with decreasing temperature,
becoming tetragonal and finally, monoclinic baddeleyite at room
temperature. The isometric actinide dioxides are thought to form
complete solid solutions with each other due to their similar
crystal structures and cation ionic radii. The homogeneity of these
solid solutions, as well as the thermodynamic properties of mixing,
is needed in order to fully understand their behavior during fuel

fabrication, in reactor, and finally, as a nuclear waste form. An
extensive atomistic evaluation of the ThxU1�xO2 binary was pre-
viously reported [7]. This investigation includes other dioxide solid
solutions, ZrO2–CeO2–ThO2, that contain tetravalent cations with
unoccupied f orbitals. The enthalpy of mixing and critical tem-
perature at which the miscibility gap closes were recently
described for the ThxCe1�xO2 binary based on calorimetric mea-
surements and atomistic simulations [8]. The thermodynamic
mixing properties of these dioxide solid solutions are calculated,
including the enthalpy of mixing, Gibbs free energy of mixing, and
configurational entropy of mixing. From these properties, one can
identify any tendency toward the formation of exsolution lamellae
or stable ordered phases. The mixing in these binaries may affect
physical and chemical properties, such as thermal conductivity,
which will influence the performance of nuclear fuels in reactors
and behavior of used nuclear fuels after disposal.

2. Methods

Quantum-mechanical (QM) geometry optimizations were used
to calculate the enthalpy of mixing for a variety of compositions
and cation configurations. QM calculations were used to capture
electronic information, which is important for the evaluation of
cation ordering. The geometry optimizations were performed
using the planewave pseudopotential code CASTEP [9], where
planewaves were used as functions for the overall wave function
and the pseudopotentials mimic the role of the core electrons and
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their interactions with the valence electrons. The outer valence
electrons (Zr 4s24p64d25s2, Ce 4f15s25p65d16s2, Th 6s26p66d27s2,
and O 2s22p4) are treated explicitly in the Hamiltonian of the
Schrödinger equation. The generalized gradient approximation [10]
was used to approximate the electron exchange and correlation
contributions to the total energy. The kinetic energy cut-off for the
planewaves was chosen to be 500 eV and the k-point spacing
applied was 0.1 Å�1, which results in 9 k-points for the 2�1�1
supercell (Fm3m converted to P1 supercell) that was chosen for
calculating the energy of a limited number of cation configurations
within the binary ZrO2–CeO2–ThO2 solid solution. The total energy
convergence tolerance was 1�10–5 eV/atom. Geometry optimiza-
tions were performed without symmetry constraints (P1), and, in
order to improve convergence and save computational time, the
starting unit cell parameters for the intermediate structures were
weighted averages of the end-member parameters. A spin-
polarized approach was unnecessary because the cations involved
in the solid solution have no unpaired electrons. For the same
reason, the Hubbard U approach was not applied, as there were no
unpaired 5f electrons that required screening for erroneous Cou-
lombic interactions.

Cation–cation interaction parameters and Margules parameters
were fit to the energies from the QM calculations and were
subsequently used in Monte-Carlo (MC) simulations, in which
the system is scaled up to 2048 exchangeable cations [11,12].
The Bogoliubov integration scheme was then used to determine
the temperature-dependent Gibbs free energy and configurational
entropy [13]. The methodology for the interaction parameter
fitting and subsequent MC simulation and thermodynamic inte-
gration are detailed in Shuller et al. [7].

All dioxide end members in this study have the isometric
fluorite structure, where the cations fill every other cube of the
oxygen sublattice (coordination number ¼ 8). In addition to being
isometric at high T, ZrO2 is typically monoclinic baddeleyite at
room temperature; however, an isometric structure can be
stabilized at ambient conditions (e.g., Y-stabilized ZrO2) [14].
The 2�1�1 unit cell contains 8 exchangeable cation sites, and
there are multiple configurations at different compositions,
resulting in 26 unique (i.e., symmetrically not equivalent) config-
urations across the binary. For the 2�1�1 unit cell, four
interaction types (J1, J2, J3, J5) were included in the fit (Table 1),
where the first interaction type describes nearest-neighbor inter-
actions, the second describes second nearest-neighbor interac-
tions, and so forth. The fourth nearest-neighbor interaction is
linearly dependent on the first nearest-neighbor interaction;
therefore, J4 is not included in the fit.

Calculations were also performed for the solid solutions within
the tetragonal framework in order to identify a potentially
different solid solution behavior based on crystal symmetry.

The lattice for the tetragonal structure (P42/nmc) was redefined
to allow for better comparison with the isometric structure;
therefore, the same configurations across the solid solution could
be calculated. For the tetragonal system, five interaction types
(J1a, J1b, J2, J3, and J5) were fit (Table 1). Because of the decrease in
symmetry, J1 from the cubic structure was replaced by J1a and J1b,
i.e., nearest neighbor interactions parallel and perpendicular to
the c direction, respectively.

The cation–cation interaction parameters can be fit using two
primary methods:

(1) The first method fits a concentration-dependent and
configuration-independent energy, E0, to the average of
excess energies for each concentration, which are subse-
quently fit to the difference from E0 for each configuration
using the J formalism. In this case, the enthalpy of mixing
from the quantum-mechanical calculations is fit using Eq. 1,
where E0 is approximated using an asymmetric Margules
function with the Margules terms (W1 and W2 in Eq. 2) and
SniJi describes the configuration-dependent energy using
interaction parameter J.

(2) Alternatively, the interaction parameters can be fit without
the Margules parameters.

Together, the procedures provide complementary information.
The first method first subtracts the concentration dependent
average E0(x) (E0(x) is added after the Monte Carlo runs are
completed) from the total energy such that only the configuration
and temperature dependent part of the excess energy is treated in
the Monte-Carlo runs. The Monte Carlo procedure converges to
the local cation distribution with the lowest energy for a given
temperature without gaining more energy by partially or fully
exsolving the system within the large supercell. In contrast, the
second procedure, because E0(x) is built into the interaction
parameter, J, gains further energy if the enthalpy of mixing values
are positive for a given concentration, x, and lower for concentra-
tions higher and lower than x. Thus, the first method forces the
system to locally assume the concentration of the overall unit cell,
while the second allows for exsolution. In other words, while
method 1 provides thermodynamic information on the true solid
solution, method 2 allows for the evaluation of the thermody-
namics of a potentially locally exsolved system.

DHmix ¼ E0þSniJi ð1Þ

E0 ¼ xð1 �xÞ½W1xþW2ð1�xÞ� ð2Þ

For example, Fig. 1a shows the quantum-mechanical results
for the isometric ThxZr1�xO2 binary, where the magnitude and

Table 1
Cation–cation exchange fit parameters including Margules parameters (W1 and W2), interaction parameters (Ji), and the correlation coefficient for the fit. The J

parameters are defined as by the direction from the cation at (0, 0, 0) to the cation at the distance/direction described by the interaction. Actual distances depend on the

unit cell parameters for the given solid solution. Note a negative Ji indicates heterocationic interactions are preferred, while a positive Ji indicates homocationic

interactions are preferred.

Parameter J direction ThxCe1�xO2 CexZr1�xO2 ThxZr1�xO2 ThxZr1�xO2 (tetragonal)

W1 10.1 46.7 99.3 71.1

W2 10.5 51.9 95.7 60.9

J1 (J1a) [½ 1/2 0] �0.022 �0.038 �0.030 �0.306

(J1b) ([½ 0 ½]) 0.262

J2 [100] 0.009 �0.027 �0.085 0.129

J3 [½ 1 ½] 0.007 0.021 0.033 �0.022

J4 [110] Linearly dependent on J1

J5 [½ 1/2 0] 0.005 �0.001 �0.019 �0.113

Corr coeff 0.995 0.996 0.997 0.944
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symmetry are defined by the Margules function, and the spread of
the data about that line are defined by the interaction parameters.
Such a fit allows the MC simulation to form ordered or exsolved
systems; however, it does not force exsolution. Fig. 1b shows
cation ordering of the isometric ThxZr1�xO2 binary at 200 K.
Alternatively, Fig. 1c shows QM data fit without the Margules
function. In this case, the interaction parameters also describe the
magnitude of the enthalpy curve above ideality; however, the
system exsolves to a lower energy state (i.e., exsolved system)
because the interaction parameters describe a larger composi-
tional range of the graph. Thus, the binary readily exsolves, as
seen from the formation of nanodomains in the MC simulation
(Fig. 1d).

3. Results

3.1. Interaction parameter fit

For the isometric solid solutions, the interaction parameters
for the binaries containing ZrO2 are an order of magnitude larger
than those for the ThxCe1�xO2 binary (Table 1), indicating that
swapping different cations in ZrO2-bearing binaries causes a more
significant change in energy than in the ThxCe1�xO2 binary. For
example, the nearest-neighbors, second nearest neighbors, and
fifth nearest neighbors for the isometric ThxZr1�xO2 binary prefer
heterocationic interactions (negative J), while the third nearest
neighbors prefer homocationic interactions (positive J). The first
and second interaction parameters for the tetragonal ThxZr1�xO2

solid solution, which correspond to the first interaction parameter
of the isometric solid solution, are an order of magnitude larger
than the interaction parameters for the isometric binary. Thus,
the tetragonal binary more strongly favors heterocationic inter-
actions in the [110] direction, as compared with the isometric
binary. Interestingly, the tetragonal binary exhibits strong homo-
cationic interactions in the [101] or [011] directions, as indicated
by the second interaction parameter. The fits for the different
binaries are compared in Table 1. The difference between the
Margules parameters, W1 and W2, for any given solid solution is
less than 11%, indicating that the ThxCe1�xO2, and ThxZr1�xO2

binaries are nearly symmetric (i.e., if W1¼W2 the binary is
symmetric). The binaries containing Zr have higher E0 (larger
Margules parameters) and larger interaction parameters (greater
temperature dependence of the excess energy, depending on the
cation arrangement) than the other solid solutions, indicating a
greater tendency for unmixing or cation ordering. In addition, the
interaction parameters for the binaries containing Zr that were fit
without the Margules parameters are an order of magnitude
greater than those fit with the Margules parameters, and all,
except J9 for the tetragonal ThxZr1�xO2, are positive, which
indicates that homocationic interactions are favored (Supplemen-
tal Data 1).

3.2. Thermodynamic properties of mixing

The temperature-dependent thermodynamic properties of
mixing, specifically enthalpy of mixing (DHmix), Gibbs free energy
of mixing (DGmix), and configurational entropy of mixing (DSmix),
were calculated using the Monte-Carlo simulation and thermo-
dynamic integration method described above. The enthalpy of
mixing is positive for all binaries; however, the magnitudes of the
DHmix and DGmix curves, which are indicative of the ideality of the
solid solution, vary significantly. For the isometric solid solutions,
the maximum enthalpy of mixing, which occurs at a theoretical
infinite temperature and x¼0.5, is only 2.7 kJ/(mol exchangeable
cations) for ThxCe1�xO2, while the maximum enthalpy of mixing
is 11.8 kJ/(mol exchangeable cations) for CexZr1�xO2 and 23 kJ/
(mol exchangeable cations) for ThxZr1�xO2 (Fig. 2). Interestingly,
the enthalpy curves for the isometric solid solutions containing Zr
appear to flatten at x¼0.5 at 100 K for CexZr1�xO2 and 300 K for
ThxZr1�xO2, and the enthalpy curves for the tetragonal
ThxZr1�xO2 solid solution have a minimum at x¼0.5 for tempera-
tures below 1500 K (Fig. 3).

The Gibbs free energy of mixing curves (Fig. 4), which clearly
show miscibility gaps for all binaries, was used to generate the
temperature-composition phase diagram for the isometric solid
solutions (Fig. 5). A miscibility gap exists for all calculated
temperatures (below 3000 K) for the isometric and tetragonal
ThxZr1�xO2 binary, below 1500 K for the isometric CexZr1�xO2

Fig. 1. Enthalpy of mixing from quantum-mechanical calculations fit with (a) the interaction parameters and the Margules parameters results in (b) cation ordering after

Monte Carlo simulation. Enthalpy of mixing from quantum-mechanical calculations fit with (c) only interaction parameters results in (d) exsolution into nanodomains.
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binary, and below 600 K for the isometric ThxCe1�xO2 binary.
Thus, exsolution is expected based on the Gibbs free energy of
mixing. The configurational entropy curves for the isometric solid
solutions are nearly independent of temperature and equal to the

point entropy, which is the configurational entropy without
ordering (Fig. 6a,c,e). However, for the CexZr1�xO2 and ThxZr1�xO2

binaries, the configurational entropy drops significantly at low
temperature at x¼0.5. Similarly, the configurational entropy for

Fig. 2. Enthalpy of mixing for the ThxZr1�xO2, CexZr1�xO2, and ThxCe1�xO2 binaries. The ThxCe1�xO2 binary is nearly ideal and minimal temperature dependence is

observed for all three binaries.

Fig. 3. Enthalpy of mixing for the ThxZr1�xO2 binary with isometric and tetragonal symmetry. All configurations were calculated without symmetry constraints (P1); the

isometric ZrO2 end member remains isometric and the tetragonal ZrO2 end member remains tetragonal; however, the intermediate members tend to vary from isometric

to tetragonal across the solid solution. The tetragonal ThO2 end member becomes isometric when calculated with or without symmetry constraints.
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the tetragonal ThO2–ZrO2 solid solution has a minimum at x¼0.5
and decreases significantly below 700 K for all compositions
(Fig. 7). Thus, some cation ordering or exsolution lamellae are
expected to form as discussed below.

4. Discussion

4.1. Exsolution

Although immiscibility is evident for all binaries based on the
Gibbs free energy of mixing, the driving force for exsolution for
the ThxCe1�xO2 binary may not be great enough to allow the
system to actually exsolve. The driving force for exsolution, Eexsoln,
is defined as the energy difference between the maximum of the
free energy curve and the tangent connecting the minima of that
curve [7]. In other words, Eexsoln is the energy gained to exsolve
the solid solution. The Eexsoln in the context of this work is
normalized to the number of cations in the solid solution. A
certain amount of the energy is always necessary in order to
overcome the interfacial energy between phases that arises from
the buildup of strain. The value for Eexsoln is small for the
ThxCe1�xO2 binary (only 1.5 kJ/(mol cations) at 200 K), which is
similar to computational and experimental results recently
reported for the ThxCe1�xO2 binary [8]. In addition, the
ThxCe1�xO2 binary has a Gibbs free energy of mixing similar to
that of the ThxU1�xO2 binary [7].

While exsolution lamellae were observed at low temperature
(200 K) for the ThxU1�xO2 binary, no exsolution lamellae were
observed for the ThxCe1�xO2 binary. The lack of exsolution
lamellae in the ThxCe1�xO2 binary is attributed to several factors,
including kinetic hindrances (i.e., slow cation diffusion and
increasing interfacial energy), differences in cation–cation inter-
action parameters, and challenges in trying to find the appro-
priate exsolution pathway (see discussion below on cation

ordering). The interfacial energy for the ThxCe1�xO2 binary is
expected to be slightly greater than that of the Th–U binary
because of the difference in ionic radii, and thus, unit cell
parameter, is larger (0.19 Å for ThxCe1�xO2 0.17 Å for ThxU1�xO2).
While this difference between the lattice mismatch of the binaries
is only 0.02 Å, the kinetic hindrances to exsolution, specifically
slow cation diffusion, are enhanced at low temperatures, prevent-
ing the formation of exsolution lamellae. Such kinetic hindrances
are less important in the Monte-Carlo simulations because cation
swaps are allowed across kinetic barriers; therefore, they may not
be the primary cause for the difference between the ThxU1�xO2 and
ThxCe1�xO2 simulation results with respect to their ordering
tendency. Both binaries have small interaction parameters, yet
the sign of the parameters differ for different interaction types for
the ThxU1�xO2 and ThxCe1�xO2 binaries. The first and fifth nearest
neighbor interactions for the ThxU1�xO2 binary indicate homoca-
tionic interactions (U–U or Th–Th) are favored between nearest
neighbors, while the ThxCe1�xO2 binary indicates heterocationic
interactions are favored at nearest neighbor distances. Thus,
neighboring cations in the ThxCe1�xO2 binary prefer to be different.

Fig. 4. Gibbs free energy of mixing for (a) isometric ThxCe1�xO2, (b) isometric CexZr1�xO2, (c) isometric ThxZr1�xO2, and (d) tetragonal ThxZr1�xO2. A miscibility gap is

expected below 600 K for isometric ThxCe1�xO2, 3000 K for isometric CexZr1�xO2 and ThxZr1�xO2, and at all temperatures evaluated for tetragonal ThxZr1�xO2.
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In addition, the fifth nearest-neighbor interaction for the
ThxCe1�xO2 binary is three times less than the same interaction
for the ThxU1�xO2 binary, indicating that the system has little
preference at longer cation distances.

The driving forces for exsolution are much larger for binaries
containing Zr, where the driving force for exsolution for the
CexZr1�xO2 and ThxZr1�xO2 binaries at T¼1000 K are Eexsoln¼6 kJ/
(mol cations) and Eexsoln¼17 kJ/(mol cations), respectively. Such large
tendencies for exsolution are expected based on a simple comparison
of ionic radii, where the ionic radius of octahedrally-coordinated
Zr4þ is only 0.98 Å as compared with the ionic radii of octahedrally-
coordinated Ce4þ and Th4þ (1.11 Å and 1.19 Å, respectively). A local
strain is imposed on the system when one cation is substituted by
another cation that is significantly (410%) smaller or larger. To
overcome this strain, the system may exsolve into lamellae that are
rich in one cation and depleted of the other. Alternatively, the cations
may order in such a way so as to reduce the total energy of the
binary. The configurational entropy for both the CexZr1�xO2 and
ThxZr1�xO2 binaries shows a drop in entropy at low T (Fig. 6c,e),
which is consistent with either ordering or exsolution.

4.2. Cation ordering

Exsolution in the ThxCe1�xO2 binary does not strongly favor
any of the three most common planes, that is {100}, {110}, or

{111}. MC simulations starting with exsolution lamellae parallel
to (100), (110), and (111) resulted in relatively homogeneous
solid solutions with energies of �0.161 kJ/(mol cations) for
lamellae 99 to (100) and (110) and �0.157 kJ/(mol cations) for
lamellae 99 to (111) at 100 K. Thus, even at theoretical tempera-
tures below freezing and initially exsolved cation arrangements,
the potential lamellae of the ThxCe1�xO2 binary tend to form a
random distribution of cations, resulting in a homogeneous solid
solution (Fig. 6b). The homogeneity of the ThxCe1�xO2 solid
solution is further confirmed by several experimental measure-
ments ([15,16] and references therein) that show the linearity of
the change in the unit cell parameters with composition, which is
in accordance to Vegard’s law.

Alternatively, the configurational entropy for the isometric
ThxZr1�xO2 and CexZr1�xO2 binaries indicate ordering of the
cations in an energetically favored arrangement. This is evident
from the significant drop in configurational entropy at low T

when x¼0.5 (Fig. 6c,e). A classic example of cation ordering is the
calcite–magnesite (CaCO3–MgCO3) solid solution, which exhibits
a significant drop in entropy at x¼0.5. This drop in entropy
corresponds to ordering of the Ca and Mg ions into alternating
Ca and Mg layers in the [001] direction, forming dolomite
CaMg(CO3)2 [17]. Similarly, cation ordering is observed for iso-
metric ThxZr1�xO2 binary at 200 K at x¼0.5, where rows of
alternating cations lie in the (100) plane. Since the (100), (010),

Fig. 5. (a) Full temperature–composition phase diagram showing miscibility gaps for the ThxCe1�xO2 and CexZr1�xO2 binaries. The full phase diagram for the ThxZr1�xO2

binaries is not shown because solid solutions at molar fractions greater than 0.02 approach the melting temperature for the oxide. The dashed curves are estimated using

the Margules approximation for the incorporation limit, while the dotted curves are estimated using the tangential method on the Gibbs free energy of mixing curves for

T¼400–600 K for the ThxCe1�xO2 binary and T¼1800–3000 K for the CexZr1�xO2 binary. (b) Inset shows detail of the low composition range, where the solid solidus is an

average of the linear and Margules approximations for the incorporation limit (xinc), and the dotted lines representing the solidus are the Margules approximation (above

the average) and the linear approximation (below the average).
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and (001) planes are equivalent, one would expect domains
where ordering changes from one crystallographic direction to
another one. In addition, the cation rows lying in subsequent
(100) layers along the [001] zone axis are rotated by 301 (Fig. 6f).
However, experimental evidence of an ordered phase in the
ThxZr1�xO2 binary has yet to be identified at the nanoscale.

For the isometric CexZr1�xO2 binary, nanoscale exsolution
lamellae are observed at low T (Fig. 6d), where the lamellae are
about two cation layers thick and form 99 to ð102Þ, which is a
linear combination of ð101Þ and ð001Þ. Competitive exsolution of
lamellae 99 to any linear combination of the {101} and {001} may

be the cause of the experimentally observed 2.15–4.15 nm dia-
meter nanocrystallites in Ce0.5Zr0.5O2 [18]. Interestingly, single
nanocrystallite formation was observed in the present calcula-
tions for the ThxZr1�xO2 solid solutions at x¼0.5 for starting
configurations with homocationic interactions parallel to about
{010} using the approach that allows exsolution (i.e., from
interaction parameters fit without Margules parameters;
Fig. 1d). The nanoscale exsolution in the CexZr1�xO2 binary may
alternatively be considered as a superstructure ordering, which is
responsible for the decrease in the enthalpy of mixing at x¼0.5 at
100 K (Fig. 2). However, further exsolution into thicker lamellae

Fig. 6. Configurational entropy curves for (a) isometric ThxCe1�xO2, (c) isometric CexZr1�xO2, and (e) isometric ThxZr1�xO2. No ordering is observed for the isometric

ThxCe1�xO2 binary (b) because the entropy at all temperatures is nearly equal to the point entropy (i.e., configurational entropy without ordering). However, a sharp

minimum at x¼0.5 at low T is present for the Zr-bearing binaries indicating ordering. (d) The isometric CexZr1�xO2 binary displays layering at 100 K and x¼0.5 with layers

that are about two cation units thick (�4.5 Å) and 99 to ð102Þ. (f) The isometric ThxZr1�xO2 binary displays ordering at x¼0.5 and T¼200 K with alternating layers 99 to

(001) of cations with (i) homocationic ordering along {110} and heterocationic ordering perpendicular to {110} (ii) heterocationic ordering along {110} and heterocationic

ordering about every three units perpendicular to {110}.
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may be kinetically hindered due to slower cation diffusion,
especially at the low temperatures required for the nanoscale
exsolution lamellae to form. Experiments have shown that
Ce0.5Zr0.5O2 synthesized using different methods result in a range
of disordered to ordered solid solutions. For example, oxidation
of ordered Ce(III)2Zr2O7 (pyrochlore) results in disordered
Ce0.5Zr0.5O2 (fluorite) [19]. Another study showed the formation
of three different ordered Ce0.5Zr0.5O2 binaries formed using
different synthesis precursors and heating cycles [20].

4.3. End-member stability

Experimentally, the solid-solution behavior of the Zr-containing
binaries is highly dependent on the synthesis method. For example,
solid solutions synthesized in a series of three grinding, pelletizing,
annealing (at 1200 1C, 1300 1C, and 1400 1C), and cooling cycles show
a miscibility gap between Th0.05Zr0.95O2 and Th0.95Zr0.05O2 [21]. The
phase separations were identified by the appearance of monoclinic
zirconia peaks in powder diffraction patterns. However, solid solu-
tions synthesized from a melt (about 3000 1C) and quenched show
miscibility of 17.5 mol% Th in isometric-ZrO2 [22]. The melting
points for ThO2, ZrO2, and CeO2 are approximately 3300 1C,
2750 1C, and 2600 1C, respectively. Therefore, at small concentrations
of x, homogeneous cation arrangements in the ThxZr1�xO2 and
CexZr1�xO2 binaries could be quenched from a melt. However, upon
further heat treatment, phase separation occurs due to the transfor-
mation of ZrO2 from an isometric to a tetragonal structure. Although
the cation coordination is the same in the isometric and tetragonal
phases (CN¼8), the oxygen atoms are displaced, and the unit cell
parameter in the c-direction is lengthened for the tetragonal phase.
Tetragonal CexZr1�xO2 binaries with a range of c/a ratios (1.000–

1.018) have been identified in the compositional ranges 5–20 mol%
and 40–60 mol% CeO2 in ZrO2 [23]. In most cases, the tetragonal
form is stable at high temperatures and becomes monoclinic at room
temperature [24–26]. The phase transition to the monoclinic struc-
ture involves a change in the cation coordination from 8 to 7. The
small ionic radius of Zr requires the shortening of the oZr–O4
bond distance; therefore, the coordination number decreases due to
Coulombic repulsion between the oxygen atoms. Monoclinic ZrO2

(P21/c) is stable at room temperature and occurs in nature as
baddeleyite. However, ThO2 and CeO2 are stable at room tempera-
ture with the isometric fluorite symmetry (Fm3̄m), and occur
naturally as the minerals thorianite and cerianite, respectively.
Quantum-mechanical calculations confirm the relative stabilities of
the fluorite symmetry for ThO2 and CeO2, and baddeleyite symmetry
for ZrO2 (Supplemental Data 2).

The structural instability of isometric and tetragonal ZrO2 (or
the preference for ZrO2 to be monoclinic) contributes to the driving
force for the miscibility gap across most of the isometric and
tetragonal ThxZr1�xO2 binary (Fig. 4c,d). Calculations indicate
complete miscibility for the isometric CexZr1�xO2 binary at high
temperature (above �2000 K); however, at high temperature
(above 2000 K) increased oxygen partial pressures would be
necessary to keep Ce4þ oxidized. Tetragonal or isometric zirconia
can be stabilized at room temperature with the addition of
tetravalent, trivalent or divalent cations (e.g., CeO2, Y2O3, CaO,
MgO). Yttria (Y2O3) is the most common trivalent oxide used to
stabilize zirconia, where 7–70 mol% Y2O3 stabilizes ZrO2 in the
isometric fluorite structure [14], and the solid solution is referred
to as yttria-stabilized zirconia (YSZ). While the CeO2–ZrO2 binary
contains a large miscibility gap (Fig. 5), the CeO2–YSZ binary shows
complete miscibility [26]. However, based on a combination of

Fig. 7. The configurational entropy for the tetragonal ThxZr1�xO2 binary plateaus below 700 K, which indicates a mixture of ordering and a single phase region for high and

low concentrations. The arrangement of cations in (a) and (b) correspond to temperature-concentration points along the tetragonal ThxZr1�xO2 entropy curves.

(a) Increased ordering at x¼0.5 with decreasing temperature from 1500 K to 1000 K. The cation ordering at temperatures below 1000 K does not change. (b) No ordering

observed for 1000 K and 1500 K at x¼0.25. The plateau at 700 K and 200 K results from the combination of a single-phase region and an ordered region at high and low

concentrations. The ordered region is consistent with the ordering observed at x¼0.5, where alternating cation layers are 99 to o0014 .
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XRD and EMPA analyses from the same study, YSZ has minimal
solubility in ThO2. Thus, the Ce4þ may be reduced to Ce3þ and
cause the stabilization of isometric ZrO2, particularly at high
temperatures where the high oxygen partial pressures would be
needed to keep Ce4þ oxidized. In addition, the difference in the
ionic radii of Ce4þ and Zr4þ has been shown to stabilize tetragonal
ZrO2 [27].

The solid-solution calculations presented here were performed
without symmetry constraints (P1). Uniaxial elongation was
observed in several quantum-mechanical structural optimizations
for isometric solid solutions containing Zr, which indicates that
the binary is tetragonal. The largest c/a ratio (c/a¼1.011) for the
isometric ThxZr1�xO2 binary calculations is for the configuration
with a concentration x¼0.5, in which the cations (i.e., Th and Zr)
exsolve 99 to (0 0 1) and form lamellae that are two cation layers
thick. For this configuration, the final unit cell parameter in the a

and b directions is 5.334 Å, while the final unit cell parameter in
the c direction is 5.393 Å. The same configuration from the
tetragonal Th0.5Zr0.5O2 binary and the tetragonal Ce0.5Zr0.5O2

binary calculations have c/a¼1.029 and 1.022, respectively.
Increasing dopant concentrations (i.e., Th or Ce) decrease the
deviation from the isometric symmetry (i.e., c/a not equal to 1) of
the binary for the tetragonal binaries calculated, which is in
agreement with EXAFS results on CeO2-stabilized tetragonal
ZrO2 with CeO2 concentrations of 11 mol%, 16 mol%, and 25 mol%
[28]. At 25 mol%, some isometric peaks appear in the XRD
spectra, which may indicate phase separation of cubic-CeO2

from tetragonal-ZrO2. The calculated oCe–O4 , oZr–O4 , and
oMe–Me4 bond distances are �1–2% of the experimental bond
distances for the 25 mol% CeO2-tetragonal ZrO2 solid solutions,
with the exception of the �5% difference for the long oZr–O4
bond distance (Table 2). Configuration d, for which the Ce atoms
lie in the (110) plane, has unit cell parameters and bond distances
most similar to the EXAFS measurements. The distortion of the
ZrO8 octahedra was observed in the present calculations and
compares well with EXAFS results [28]. The lengthening of the
oCe–O4 bond distance is due to compensation for the larger
ionic radius of Ce(IV) as compared with Zr(IV) (1.11 Å and 0.98 Å,
respectively). The same change in oMe–O4 bond distances is
also observed for the ThxZr1�xO2 binaries.

4.4. Miscibility limit

Typically, the limit of incorporation is determined based on a
tangent line connecting the minima of a Gibbs free energy curve.
The x values where the tangent meets the curve are the limits of
miscibility. For example, the tangent to the ThxCe1-xO2 curve at
400 K meets the curve at x¼0.1 and 0.9 M fraction of ThO2. Thus,
based solely on the Gibbs free energy of mixing, 10 mol% of CeO2

can be incorporated into ThO2 and 10 mol% of ThO2 can be
incorporated into CeO2. The minima of Gibbs free energy curves

for the CexZr1�xO2 and ThxZr1�xO2 binaries are very close to
the end members; therefore, a graphical approach, such as
the use of a tangential line, is not a reliable estimate of the
incorporation limit.

The minima of the Gibbs free energy of mixing for the
CexZr1�xO2 and ThxZr1�xO2 binaries are beyond the resolution
of the calculations. Therefore, an estimate for the incorporation
limit can be made based on an approximation of the Gibbs free
energy curve, DGmix, which can be written in terms of DHmix and
DSmix (Eq. 3). DHmix is approximated with a symmetric Margules
function [DHmix¼Ax(1�x)], and DSmix is approximated with the
Stirling’s approximation [DSmix¼�R{xlnxþ(1�x)ln(1�x)}]. The
A parameter is determined based on the enthalpy of mixing at the
lowest concentration x calculated. For the quantum-mechanical
calculations the lowest concentration is x¼0.125, while the
smallest concentration possible in the Monte-Carlo simulation is
x¼0.0005. This approximation becomes especially useful if only
quantum-mechanical calculations are available (e.g., [29]). The
condition for the minimum of the DGmix becomes Eq. 4, where the
first derivative with respect to x of Eq. 3 is set equal to zero. Eq. 5,
which is the solution to Eq. 4, has the form x¼f(x) and can be
solved numerically using the Banach fixed point theorem. With a
suitable starting value for x on the right hand side, Eq. 5 is
adequately solved after a few iterations, such that xnþ1,inc¼xn,inc.

DGmixðxÞ ¼ Axð1�xÞþRTðxln xþð1�xÞlnð1�xÞÞ ð3Þ

@

@x
½Axð1�xÞþRTðxln xþð1�xÞlnð1�xÞÞ�x ¼ xinc

¼ 0 ð4Þ

xnþ1,inc ¼ ð1�xn,incÞexp
�A½1�2xn,inc�

RT

� �
ð5Þ

Alternatively, the limit of incorporation, xinc, can be approxi-
mated based on the assumption that the DHmix curve is linear at
low x, where xmin is the minimum concentration evaluated in the
Monte-Carlo simulation [11,30]. Again, DGmix is written in terms
of DHmix and DSmix, where the DHmix term is described by a linear
approximation, i.e., DHmix(x)¼(DH1/x1)x. The solution to the
minimum of the DGmix, based on the linear approximation of
DHmix, is an analytical expression (Eq. 6), where DH1 is the
enthalpy of mixing corresponding to a specific temperature T

and concentration x1.

xinc ¼
eð�DH1=x1Þð1=RTÞ

ð1þeð�DH1=x1Þð1=RTÞÞ
ð6Þ

The estimated xinc can be used to generate a temperature–
composition phase diagram (Fig. 5). The phase diagram shows the
composition xinc versus temperature based on an average of the
xinc estimated by the Margules and the linear approximations. The
dotted line above the average is the result from the Margules
approximation, while the dotted line below the average is the

Table 2
Comparison of unit cell parameters and bond distances from literature [27] and calculated data. Four configurations at 25 mol% CeO2 in ZrO2 were calculated, and

configuration d is most similar to EXAFS measurements.

Measured [27] Calculated (config. a) Calculated (config. b) Calculated (config. c) Calculated (config. d) Difference Difference (config. d only)

a (Å) 5.169 5.193 5.280 5.196 5.171 o2.15% 0.04%

c (Å) 5.253 5.323 5.303 5.313 5.255 o1.33% 0.04%

c/a 1.016 1.025 1.004 1.023 1.016 o1.17% 0.00%

oCe–O4 (Å) 2.30 2.33 2.33 2.33 2.33 �1.20% 1.20%

oZr–O41
a (Å) 2.10 2.07 2.09 2.08 2.05 o2.37% 2.37%

oZr–O42
a (Å) 2.35 2.47 2.42 2.45 2.36 o5.04% 0.44%

oMe–Me4 (Å) 3.63 3.70 3.70 3.71 3.60 o2.14% 0.88%

a EXAFS data shows two unique oZr–O4 distances. Similarly, calculations show distorted ZrO8 octahedra.
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result from the linear approximation. The calculated miscibility
limits are significantly lower than those measured experimen-
tally. For example, at 1400 1C (1673 K), Grover and Tyagi [21]
found 5 mol% ZrO2 in ThO2 and 20 mol% ZrO2 in CeO2, based on
the refinement of unit cell parameters from powder X-ray
diffraction patterns across the solid-solution. However, the calcu-
lated miscibility limit of ZrO2 in ThO2 and CeO2 at 1673 K is 0.25
and 3.98 mol%, respectively. Incorporation limits increase from
0.25 to 1.09% when calculated for the tetragonal ThxZr1�xO2

binary. Similar discrepancies between calculated and measured
miscibility limits were noted for solid solutions with zircon, e.g.,
MexZr1�xSiO4, where Me¼Ce, Hf, Th, U, and Pu [30]. Both
computational and experimental limitations are noted as the
sources of possible error. Computationally, the limited number
of configurations evaluated quantum-mechanically may be insuf-
ficient to capture the complexity of long-range cation–cation
interactions. Experimentally, solid solutions may not have
reached thermodynamic equilibrium. In addition, solid solutions
may be exsolved on the nanoscale, such as the Ce0.5Zr0.5O2

nanocrystallite exsolution [18] described above.

5. Conclusions

The thermodynamic properties of mixing, specifically the
enthalpy of mixing (DHmix), Gibbs free energy of mixing (DGmix),
and configurational entropy (DSmix), were calculated for the
ThxCe1�xO2, CexZr1�xO2, and ThxZr1�xO2 binaries across the
complete solid solution within an isometric framework (Fm3̄m)
and ThxZr1�xO2 was also calculated within the tetragonal frame-
work (P42/nmc). As determined experimentally, the Th–Ce binary
forms a complete solid solution, and no cation ordering or
nanoscale exsolution was observed. Below room temperature at
x¼0.5, nanoscale exsolution with lamellae 99 to ð102Þ are
observed for the CexZr1�xO2 binary. At the same conditions, a
complex cation-ordering scheme is observed for the Th–Zr binary.
Exsolution is expected for the solid solutions containing Zr based
on the large miscibility gap observed in the Gibbs free energy of
mixing, as well as the instability of isometric and tetragonal ZrO2

at room temperature. However, ZrO2 does have limited solubility
for both CeO2 and ThO2. Calculated estimates of the miscibility
limit within the CexZr1�xO2 and ThxZr1�xO2 binaries are signifi-
cantly lower than measured limits. Results from the tetragonal
ThxZr1�xO2 binary solid solution show decreased enthalpy of
mixing due to increased stability of tetragonal ZrO2. Thus, the
discrepancy between measured and calculated estimates of mis-
cibility may be reduced by further calculations in which the ZrO2

end-member is considered to be monoclinic (P21/c), which is the
most stable form at room temperature. Further analysis of the
complete range of CexZr1�xO2 and ThxZr1�xO2 solid solutions
within a monoclinic framework is necessary in order to understand

the impact of the structural stability on the solid-solution proper-
ties of these binaries.
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Abstract 

HfO2 is a neutron absorber and has been mechanically mixed with UO2 in nuclear fuel in order to 

control the core power distribution. During the nuclear fission, the temperature at the center of 

the fuel pellet can reach above 1300 K, where hafnium may substitute uranium and form the 

binary solid solution of UO2-HfO2. UO2 adopts cubic fluorite structure, but HfO2 can occur in 

monoclinic, tetragonal and cubic structures. Thus, the influence of the UO2-HfO2 binary on the 

thermal conductivity and melting point of the fuel will vary as a function of its atomic structure 

and composition. However, experimental data on the UO2-HfO2 binary are limited. The enthalpy, 

free energy, and entropy of mixing of the UO2-HfO2 binary with three different structure 

frameworks were calculated using density functional theory and Monte Carlo simulations based 

on the scheme of thermodynamic integration. The calculated UO2-HfO2 binary forms extensive 

solid solution across the entire compositional range but has various exsolution phenomena in 

different structures. As the structure of the HfO2 end member adopt lower symmetry and become 

less similar to the cubic UO2, the miscibility gap region on the phase diagram expanded, 

accompanied by increase in cell volume up to 10%. Close to the UO2 end member, which is 

relevant to the nuclear fuel, uranium-rich solid solutions exsolve as the fuel cools, and there is a 

tendency to form the monoclinic hafnium-rich phase in the matrix of isometric uranium-rich 

solid solution. 

1. Introduction 

Neutron absorbers are used in fuel rods in order to depress the power level of freshly loaded 

nuclear fuel UO2 and to permit higher loading of fuel to achieve longer core life  [1]. Neutron 

poison materials can be coated surrounding fuel pellets, doped into the cladding materials or 

mixed with UO2 [2]. Incorporation of burnable neutron poison materials into the fuel can level 



2 
 

the power distribution such that power is generated across the core region rather than produced 

only close to the small area where control rods have been removed. Hafnium is a neutron 

absorber which has five stable isotopes, 176Hf (natural isotopic abundance 5.2%, thermal capture 

cross section 23 barns), 177Hf (18.6%, 373 barns), 178Hf (27.1%, 84 barns), 179Hf (13.7%, 41 

barns), and 180Hf (35.2%, 13 barns). The removal of one isotope of hafnium by absorption of 

neutrons leads to the production of another neutron absorber, and continues through a chain of 

five absorbers. Among all Hf isotopes, 177Hf has the highest cross section, and further 

transmutation to other isotopes will decrease the neutron cross sections. Therefore, enriching 

hafnium in 177Hf will lead to a lower residual reactivity burden than that of hafnium with natural 

isotopic ratio, and experimental research has been conducted to investigated the potential 

benefits of using 177Hf as the burnable neutron poison where 177HfO2 was mixed with UO2 to 

make homogenously distributed 177Hf fuel pellets [1]. 

During the fission of the fuel, the temperature at the center of the fuel pellets can reach above 

1300 K ሾ3ሿ, where Hf may disperse into the atomic structure of UO2 to form a solid solution, and 

the UO2-HfO2 binary with different structures could exit. UO2 has the cubic fluorite structure, but 

HfO2 exists in three different phases at ambient pressure. At room temperature, HfO2 exists in 

the baddeleyite monoclinic structure, which is the most stable phase. At about 2000 K, HfO2 

undergoes the phase transition to the tetragonal phase, and at around 2900 K, tetragonal hafnia 

transforms to the high-temperature cubic fluorite structure [4-10]. As a result, the influence of 

the UO2-HfO2 binary solid solution on the thermal conductivity and melting temperature of the 

fuel depends both on the atomic structure and composition of the UO2-HfO2 binary. The 

thermodynamic mixing properties of the UO2-HfO2 solid solution were calculated and the phase 

diagram of the UO2-HfO2 binary was derived. In addition, exsolution phenomena, the energetics 

of cation ordering and the similarity to the UO2-ZrO2 binary were investigated. 

2. Methods 

2.1. Calculation of total energy 

Energy calculations are based on density functional theory (DFT) using the CASTEP program. 

The generalized gradient approximation (GGA) with Perdew and Wang's 1991 (PW91) was used 

for the electron exchange-correlation energy. In addition, the excess energies (equation 5) 
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obtained using GGA-PW91 with ultrasoft pseudopotentials for core electrons of U, Hf, and O, 

which are the parameters used for current calculations, were compared with results using GGA-

PBE, on the fly pseudopotentials, and less than 7% difference was found. Configurations with 

different Hf-U ratios were calculated within the monoclinic, tetragonal, and cubic frameworks 

without symmetry constraints. A 2×1×1 supercell was used for all structures, each containing 8 

exchangeable cation sites for U-Hf substitution (Fig1). Spin polarization was included in the 

calculation for the configurations containing U4+ cations. All the spins of U4+ cations have the 

same orientation in order to avoid any additional effect from possible spin ordering.  The 

planewave cut-off energy was 500 eV and 9 k-points were used for all calculations. 

 

Fig1. 2×1×1 supercell of monoclinic (P21/C, left), tetragonal (P42/nmc, middle) and cubic 

(Fm3m, right) HfO2, projections along [010]. Red balls and blue balls denote O and Hf atoms, 

respectively. 

2.2. Fitting of the cation exchange parameters 

After geometry optimization of a number of different configurations (about 25 for each structure 

types), a series of ground-state energies at 0 K were obtained from the CASTEP calculations. 

The excess energy of mixing of the different UO2-HfO2 solid solutions was determined by using 

equation 1. 

௘௫௖௘௦௦ܧ ൌ ܪሺܷ௫ܧ ଵ݂ି௫ܱଶሻ െ ሺܷܱଶሻܧݔ െ ሺ1 െ  ଶሻ                          (1)ܱ݂ܪሺܧሻݔ

The excess energy term is defined as the differences between the energies of a certain cation 

configuration (CASTEP energy) from the mechanical mixture of the end members with the same 

concentration. The energy related to the cation exchange can be extracted from the total lattice 

energy calculated for many different configurations.  The J formalism replaces the energies of 

mixing obtained from geometry optimizations using quantum-mechanical calculations by 

defining a set of effective pair energies, the J. It permits the expression of the excess energy of a 
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solid solution as a combination of the excess energy terms related to pairs of interacting atoms 

[11-15]. In general, the excess total energy of mixing can be expressed as equation 2, taking into 

account separate pairs of interactions for two cations, U and Hf respectively. 

௘௫௖௘௦௦ܧ ൌ ଴ܧ ൅ ∑ ሺ݊௎ିு௙
௜ ௎ିு௙ܧ

௜ ൅ ݊௎ି௎
௜ ௎ି௎ܧ

௜ ൅ ݊ு௙ିு௙
௜ ு௙ିு௙ܧ

௜ ሻ௜                    (2) 

Where i indicates the type of neighboring interaction between pairs of cations (i.e., first, second, 

and third nearest-neighbor interactions), n represents the number of cation-cation interactions for 

each type, and E is the interaction energy between U-Hf, U-U, and Hf-Hf. The individual cation 

interaction energies E can be combined into a single term J called the cation exchange potential 

in equation 3. 

௎ିு௙ܬ
௜ ௎ିு௙ܧ =

௜ െ
ଵ

ଶ
ሺܧ௎ି௎

௜ ൅ ு௙ିு௙ܧ
௜ ሻ                                         (3) 

For simulating solid solutions using the cation interaction model, cation interaction energies (EU-

U, EHf-Hf, EU-Hf) are not independent of the chemical composition. Therefore, E0 in equation 2 is a 

concentration-dependent, but not configuration dependent term that is used to capture the 

asymmetry of the excess energy curves. E0 is approximated by a Margules function in equation 4. 

଴ܧ ൌ ሺ1ݔ െ ݔሻሾ݉ଵݔ ൅ ݉ଶሺ1 െ  ሻሿ                                           (4)ݔ

The energy of mixing can be fit by the following equation: 

௘௫௖௘௦௦ܧ ൌ ଴ܧ ൅ ∑ ݊௎ିு௙
௜ ௎ିு௙௜ܬ                                                (5) 

The calculated excess energy of mixing were fit by both Margules terms and cation exchange 

potential J (U-Hf) [12, 13]. First (J1), second (J2), and third (J3) nearest neighbor interactions of 

U-Hf were considered in the fitting (Table 1). 

Table1. Margules terms (m1, m2) and cation exchange parameters Ji (kJ/mol) in cubic, tetragonal 

and monoclinic frameworks of the UO2-HfO2 solid solution. 

Structure m1 m2 J1 J2 J3 R2 

       

cubic 8.736 1.784 0.0078 -0.0249 -0.0023 0.975 
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tetragonal 7.229 2.922 -0.0007 0.0154 -0.0006 0.945 

monoclinic 8.021 6.462 0.0075 -0.0236 0.0047 0.974 

 

2.3. Monte Carlo simulation and thermodynamic integration 

In the Monte Carlo simulation, the Markov chain was generated as follows. For each swapping 

attempt, two cations in the 8×4×4 supercell are randomly switched. The cation exchange 

parameters Ji obtained from fitting can be used to calculate the excess energy of mixing of 

different configurations. The probability of whether to accept the new configuration can be 

determined by either of the two criteria. (1) If the new energy is lower than the previous one, 

then accept the new configuration. (2) If the energy is higher than the previous one, using the 

following equation 6 to calculate the probability, and if the probability is greater than a random 

number between 0 and 1, then the new configuration is accepted for the next swap. 

ܲ ൌ ݁
ష∆ಶೞೢೌ೛

ೖಳ೅                                                             (6) 

Where kB is the Boltzmann factor and T is the temperature in Kelvin. The calculations follow an 

annealing process from 3000K to 298K.  

Thermodynamic integration computes the difference of the free energy of the system between 

the reference state and the state of interest. The free energy expression is equation 7, in which the 

free energy of interest F can be calculated by integration from the reference states (completely 

disordered structure) with free energy F0 to state of interest at certain temperature and 

composition by continuously change the parameter λ from 0 to 1. The role of Monte Carlo is to 

calculate the average free energy of mixing <H> at each step of λ with reasonable accuracy but 

without sampling the complete set of configurations [16]. 

ܨ                                                           ൌ ଴ܨ ൅ ׬ ൏ ܪ ൐ఒ ߣ݀
ଵ

଴
                                                     (7) 

Calculation of the total excess entropy of mixing can be derived directly from standard 

thermodynamics by using equation 8. 

∆ܵ௠௜௫௜௡௚ ൌ
∆ு೘೔ೣ೔೙೒ି∆ீ೘೔ೣ೔೙೒

்
                                                     (8) 
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3.  Results  

3.1. Comparison of experimental and calculated cell parameters 

The calculated unit cell parameters of the end members all have larger values than the 

experimental results. The calculated cell parameters give small deviation of 0.7% for cubic UO2. 

For HfO2, which has three different structures, the deviations of cell parameters vary from 1.9% 

to 4.5% in a relatively large scale. This may be due to some of the hafnia structures are high-

temperature phases, whereas the calculations were conducted at 0 K. The calculated lattice 

parameters decrease approximately linearly with the increase in Hf concentration in both cubic 

and monoclinic frameworks (Fig 1, a, c). For the tetragonal framework, lattice parameter a 

adopts the linearly decreasing trend, but parameter c has a nonlinear relationship with the Hf 

mole fraction (Fig 1, b). The cell volume increases by 7-10% as the structure changes from cubic 

to monoclinic (Fig 1, d). 

Table 2. Comparison between calculated and measured unit cell parameters of UO2 (cubic) [17] 

and HfO2 (cubic, tetragonal and monoclinic) [18-20].  

lattice parameters a (Å) b (Å) c (Å) β (˚) 

cubic UO2      

Measured 5.4682    

Calculated  5.508    

Deviation (%) 0.73    

     

cubic HfO2      

Measured  5.115    

Calculated  5.257    

Deviation (%) 2.77    

     

tetragonal HfO2      

Measured  5.14  5.25  

Calculated  5.265  5.348  

Deviation (%) 2.43  1.87  
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monoclinic HfO2      

Measured 5.1156 5.1722 5.2948 99.18 

Calculated  5.333 5.406 5.467 99.78 

Deviation (%) 4.25 4.52 3.25 0.60 

 

 

  

Fig1. Calculated cell parameters as a function of the Hf mole fraction of the UO2-HfO2 solid 

solution in (a) cubic, (b) tetragonal, (c) monoclinic frameworks and (d) cell volume change. Each 

point is the average value from the same composition, and the error bars represent the standard 

deviation. 

3.2. Enthalpy of mixing 
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The enthalpy of mixing curves becomes less symmetric as the structures adopt higher symmetry 

(cubic, tetragonal, monoclinic, Fig 2). For the cubic series, the peak value of the enthalpy of 

mixing is at the Hf mole fraction of around 0.67 which shifted towards 0.5 for tetragonal and 

monoclinic structures. 

  

Fig2. Enthalpy of mixing of the UO2-HfO2 solid solution calculated in cubic, tetragonal and 

monoclinic frameworks with respect to end members adopted the corresponding structures as 0 

enthalpy of mixing.  

3.3. Entropy of mixing 

Entropies of mixing obtained were within ± 0.2 J/Kmol exchangeable cations difference of the 

configurational entropy of mixing and were nearly independent of temperature in all three 

frameworks. 
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Fig3. Entropy of mixing of the UO2-HfO2 solid solution 

3.4. Gibbs free energy of mixing 

When both end members UO2 and HfO2 were calculated in cubic framework, negative free 

energies of mixing was found across the whole temperature range, indicating the mixing is 

energetically favorable (Fig4. a). When end members were cubic UO2 and tetragonal HfO2, two 

sets of free energies of mixing curves intersect with each other, where the common tangent lines 

touched with two points on the free energies of mixing curves of the same temperature, 

indicating exsolve into two stable phases (Fig4. b). In the cubic and monoclinic case, large 

energy differences was found for both end members (Fig4. c).  
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Fig4. Free energy of mixing curves calculated with respect to combinations of cubic-cubic (a), 

cubic-tetragonal (b) and cubic-monoclinic (c) end members of UO2 and HfO2. Dashed lines are 

the common tangent line of the free energy of mixing curves of the same temperature for two 

structures. 

4. Discussion 

4.1. Cation exchange parameters and ordering 

The cation exchange parameter (J2) obtained for three structures all have relatively larger 

absolute values than J1 and J3 (Table 1), which indicates the second nearest neighbor interaction 

between U and Hf is the dominant interactions. Previous reported cation exchange parameters for 

similar cation interactions such as U and Zr are J1=0.484 kJ/mol, J2=-0.061 kJ/mol and J3=-0.166 

kJ/mol in the zircon structure [21]. Positive values of J mean U-Hf avoidance is preferred 

(equation 3). Thus, formation of U-Hf interactions in the structure will raise the total energy. As 

U-Hf interactions are energetically unfavorable to form, clustering of similar cations will be 

preferred result in increase of the number of U-U and Hf-Hf interactions [22]. In contrast, when J 

is negative, formation of the U-Hf interaction is favorable. It is possible for the structure to form 

ordered layers of U and Hf cations, which tend to maximize the number of U-Hf interactions 

leading to the decrease of the total energy. Since first, second and third nearest neighbor cation 

interactions are included in the fitting, combined effects from three types of interaction energies 

should be considered. Although some of the J values are negative, entropy of mixing results did 

not show any tendency towards ordering at various temperatures (Fig 3). Clustering of similar 
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cations was visually found in the cubic structure in the lowest energy configuration (Fig 5). The 

nano-clusters in the UO2-ThO2 binary indicates that nano-exsolution is more energetically 

favorable than the exsolved lamellar structure, which can be explained as the exsolution of the 

lamellae composed of the same cations requires temperatures that are too low for diffusion to 

actually occur [21, 23, 24]. 

 

Fig5. Monte Carlo simulation results of the UO2-HfO2 binary in the cubic framework (Hf mole 

fraction=0.5) in a 8×4×4 supercell of the most energetically favorable configurations at 100 K 

(left) and 3000 K (right). Only uranium (blue balls) and hafnium (yellow balls) are shown in the 

figure.  

4.2. Enthalpy and free energy of mixing 

The maximum enthalpies of mixing calculated are about 2.0 kJ/mol exchangeable cations in 

cubic framework (Fig2). Previous reported maximum values of enthalpies of mixing calculated 

by similar method are 2.7 kJ/mol exchangeable cations (UO2-ThO2), 10 kJ/mol exchangeable 

cations (USiO4-ThSiO4) and 30 kJ/mol exchangeable cations (ZrSiO4-ThSiO4) [21, 23]. Small 

mixing enthalpy values are more likely to lead to small or negative values of the Gibbs free 

energy of mixing due to the –TΔS term. For cubic-tetragonal series, the energy of the cubic UO2 

end member is very close to the supposed tetragonal UO2, which can be explained by the 

similarity between their cell parameters (Fig 1, a, b). For the other end member HfO2, however, 

large energy difference is found, which is resulted from the large differences in the cell 

parameters. For cubic-monoclinic series, as the difference of the structure for the two end 

members become even larger than the cubic-tetragonal case, energy differences of the two end 

members is as large as 16 kJ/mol exchangeable cations. In general, the energy difference of the 
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end member increase as their structures become less similar with each other, which leads to 

intersection of the free energy of mixing curves at various compositional range. 

4.3. Phase diagram of UO2-HfO2  

The free energy of mixing curves can be used to derive the phase diagram of the solid solution. 

The miscibility gap is the region in the phase diagram where two stable phases will form instead 

of one. On the free energy of mixing curves where the tangent lines connected two local G 

minima for a given temperature, can be used to determine the minimum and maximum amount 

of Hf incorporated into UO2. In cubic structure, the UO2-HfO2 binary forms a complete solid 

solution. But the UO2-HfO2 binary has a wide area of miscibility gap on the phase diagram if 

solid solutions of two different structures are considered. In cubic-tetragonal series, the 

miscibility gap was centered at Hf mole fraction of 0.45, and the gap becomes narrower with 

increase of temperature (Fig 6, a). In cubic-monoclinic series (Fig 6, b), the miscibility gap is 

wider than that of cubic-tetragonal series. Because the results only concerned with the free 

energies of mixing instead of the absolute values of the free energies on their corresponding 

structures, the stable structures with certain composition at different temperature cannot be 

determined from current calculations. But the expected situation is a wider miscibility gap of 

cubic-monoclinic phase at low temperature, a narrow miscibility gap of cubic-tetragonal phases 

at medium temperature and complete mixing of cubic phase at high temperature. In order to 

estimate the temperature range for a stable phase in the phase diagram of UO2-HfO2 binary, the 

calculated UO2-HfO2 phase diagram was compared with the experimental UO2-ZrO2 phase 

diagram. 
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Fig 6. Phase diagrams of UO2-HfO2 solid solutions with respect to two types of combinations of 

the end members (cubic-tetragonal (a) and cubic-monoclinic (b)). 

4.4. Comparison to the UO2-ZrO2 binary solid solution 

Hafnium and zirconium belong to the same group in the periodic table, and the ionic radii and 

charge of both cations are nearly the same leading to similar chemical behaviors [18, 25]. This 

can be verified by the occurrence of hafnium in nature where the major source of hafnium is 

zircon (ZrSiO4), in which hafnium take the site of zirconium [26]. High-hafnium zircon with a 

ratio of Hf/Zr about 0.6 has been found in natural zircon minerals [27]. The oxides of hafnium 

and zirconium, Hafnia and zirconia are considered as similar oxides due to their similar structure 

and they have been considered to form an ideal solid solution [28]. The UO2-ZrO2 phase diagram 

was obtained by quenching samples with a series of chemical compositions and then followed by 

XRD to determine the structure. The UO2-ZrO2 binary forms complete solid solution but the 
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details of the phase diagram vary considerably [29]. Within the complete solid solution of UO2-

ZrO2, several areas of different phases are presented. The dominant miscibility gap contains 

cubic and tetragonal phases, and the mixed phase area varies from Zr mole fraction of 0.40.8 to 

as wide as 0.10.9 at temperature below 2273 K [30-34]. On the ZrO2 side, small miscibility gap 

contains monoclinic and tetragonal phases is also presented. Masatomo Yashima [29] compared 

calculated and experimental phase diagrams of UO2-ZrO2 binary and obtained the optimized 

equilibrium phase boundaries, which shows coexistence of both monoclinic and cubic phases at 

temperature below 1400K across the whole composition, immiscible region of tetragonal and 

cubic phases between 14002000K and the complete solid solution of cubic phase with a small 

miscibility gap close to ZrO2 side at temperature above 2000K. The ionic radius of U4+, Zr4+ and 

Hf4+ are 0.97Å, 0.79Å and 0.78Å, respectively [31]. It is more favorable to substitute small 

cations with large cations other than introduce large cations into a small lattice. Therefore, the 

substitution of Hf with U will be energetically more favorable than Zr substituting U due to its 

small size, which could result in smaller miscibility gap in UO2-HfO2 system. Moreover, 

formation of solid solution decreases the phase transformation temperatures from monoclinic to 

tetragonal and from tetragonal to cubic. Based on the comparison with UO2-ZrO2 solid solution, 

the estimated phase diagrams of UO2-HfO2 binary are obtained (Fig 7). 

 

Fig 7. Phase diagram of UO2-HfO2 solid solution with consideration of phase transition. The 

dash lines indicate the estimated phase boundary through comparison with the phase diagram of 

the UO2-ZrO2 binary solid solution. 
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Solid solutions close to the HfO2 side undergo three stages of phase transitions. At temperatures 

below 1400K, the wide miscibility gap region of UO2-HfO2 binary with cubic and monoclinic 

structures was found (Fig 7), which is narrower than the situation of the UO2-ZrO2 binary. When 

the temperature is above 1500 K, a small miscibility gap between Hf mole fractions of 0.400.52 

exists, followed by the complete solid solution with the cubic structure at temperature above 

2600K. In this strongly non-ideal UO2-HfO2 binary solid solution, the phase transition regions 

between monoclinic to cubic and tetragonal to cubic are obscured by the miscibility gap. The 

reported phase diagram of the UO2-ZrO2 binary has a wider miscibility gap, reflecting the more 

covalent bonding of <Zr-O> as compared with that of <Hf-O>. 

5. Conclusions 

The thermodynamic mixing properties, including enthalpy, free energy and entropy of mixing 

were calculated in the UO2-HfO2 binary within cubic, tetragonal and monoclinic frameworks, 

respectively. The estimated phase diagrams of the UO2-HfO2 binary with consideration of phase 

transition were obtained by comparing to the phase diagram of the UO2-ZrO2. The calculated 

phase diagram of the UO2-HfO2 binary indicates the complete mixing of the solid solution with 

the cubic structure at high temperature. Close to the compositional range of the UO2 end member, 

uranium-rich solid solutions exsolve as the temperature decrease into the miscibility gap. The 

calculated phase diagram indicates a tendency to form the monoclinic hafnium-rich phase in the 

matrix of isometric uranium-rich solid-solution as the fuel cools. Cubic to monoclinic phase 

transitions of the UO2-HfO2 binary also involves about 7-10% increase in the cell volume. The 

smaller miscibility gap found in the UO2-HfO2 binary comparing with that of the UO2-ZrO2 

reflects the more covalent bonding of <Zr-O> than that of <Hf-O>. 
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a b s t r a c t

Diffusion of actinides in uranium dioxide plays an important role in determining thermodynamic and
mechanic properties of the material. Activation energies of Th, U, Np, and Pu diffusion in uranium dioxide
were systematically studied using first-principles calculations. The generalized gradient approximation
and projector-augmented wave methods with on-site Coulomb repulsive interaction were applied within
Density Functional Theory and Plane Wave framework. Two diffusion paths, one along the lattice h110i
direction and the other along the lattice h100i direction, were examined in the face-centered cubic UO2

structure. The results show that the h110i path has lower migration energy than the h100i path. Under
the assumption of a vacancy-assisted jump diffusion mechanism, the major contribution to the activation
energy is the migration energy, followed by the vacancy formation energy and vacancy binding energy,
where the last has the lowest contribution. However, differences in the activation energies among differ-
ent actinides stem from both the migration and vacancy binding energies, both of which decrease with
atomic number. While discrepancies between the absolute values of the calculated and experimentally
observed activation energies remain, this study shows a correlation between activation energy and
atomic number and an asymptotic relation between activation energy and ionic radius of the actinides.
The present study suggests that the migration of the actinides through the uranium dioxide lattice is clo-
sely correlated to the number of 5f electrons and the size of the diffusing atoms.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Used nuclear fuel from commercial reactors is composed of 95–
99% uranium dioxide and other actinides. These actinide elements
are expected to form solid solutions with UO2 [1–6]. Stabilities of
these solid solutions will affect their properties, e.g., chemical
and mechanical stabilities, relevant to reprocessing or geologic dis-
posal of the used nuclear fuel. Therefore, it is important to know
whether phase separation or phase aggregation of the different
oxides of these solid solutions will form and to what extent the or-
dered phases will form in these solid solutions. Recently, theoreti-
cal calculations have been performed to understand
thermodynamic stabilities of a range of solid solution series related
to the nuclear fuel including (U,Th)O2 and (U,Np)O2 solid solution
series [1,2]. Such studies significantly improve the understanding
of the thermodynamically stable compositions of these different
solid solutions at different temperatures. If a solid solution is ther-
modynamically favorable, the oxide may form a single phase with
mixed actinide elements. If a solid solution is not thermodynami-
cally favorable, the oxide may or may not form separate phases,
which is largely controlled by the kinetics of the phase separation
or exsolution process. In this process, actinide diffusion in uranium
dioxide plays an essential role in determining the kinetics whether
ll rights reserved.

: +1 734 763 4690.
phase separation actually occurs in case the thermodynamics is
favorable for such a separation. In addition, diffusion of actinides
in UO2 fuel also plays a role in determining the kinetics of the
microstructure evolution such as structural deformation and void
formation of the fuel at operation conditions in nuclear reactors.
Fission gas diffusion and associated gas bubble formation in UO2

have been shown to be largely coupled or controlled by diffusion
of U atoms in the structure [7,8]. Thus, in order to fully understand
phase stability and separation of actinide solid solutions, micro-
structure revolution, and fission gas diffusion in the fuel, kinetics
of the actinide diffusion is necessary and essential.

Experiments have been performed to measure actinide diffu-
sion properties in UO2 [9–14]. However, the measured diffusion
properties for the same species vary greatly among different exper-
imental observations. For instance, the experimental activation en-
ergy of U diffusion in UO2 and UO2+x covers a wide range from
2.3 eV to 4.6 eV, reported in a review paper [15]. This variation is
largely caused by different stoichiometries of UO2+x (hyperstoi-
chiometric vs. hypostoichiometric), different samples (single crys-
tal vs. polycrystal) used in those experiments, and different
experimental conditions and techniques for the measurements. Be-
cause the mechanism of actinide metal diffusions in UO2 may vary
at different conditions, it is a great challenge to understand and
interpret those experimental observations [11,14]. Different mech-
anisms, such as bulk diffusion, surface diffusion, and grain bound-
ary diffusion have been recognized [9,16,17]. However, there is still

http://dx.doi.org/10.1016/j.jnucmat.2012.10.011
mailto:jwwang@umich.edu
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a lack of understanding of the diffusion mechanisms at the atomic
scale. In addition, it is unknown how different kinds of defects (e.g.,
vacancies, interstitial, Schottky defects, and defect clusters) in UO2

would affect the activation energies of actinide diffusions in UO2

and how chemical bonding around these defects would affect the
diffusion properties. Theoretical calculations including molecular
dynamics simulations and ab initio calculations have advantages
not only in calculating fundamental physical properties of UO2

but also in providing atomic-scale mechanisms and insights for
the understanding of the diffusion processes. Although it is still a
great challenge to accurately describe actinide dioxides using the-
oretical calculations, DFT methods have been recently applied to
understand the basic properties of actinide dioxides including the
electronic structure [7,18–27], defects [7,18,20,28–33], thermody-
namics [1,34], thermal properties [35–37], and diffusion properties
[7,8,38–40] of UO2. The activation energy of oxygen diffusion in
UO2 has been calculated by DFT methods [38–40] and molecular
dynamics simulations [41]. These studies have provided essential
basics to further address the challenges in the understanding of de-
fects and diffusion properties of UO2. However, actinide diffusions
in UO2 have been largely underexplored except for some early
experimental studies [12,14]. The stoichiometric effect of UO2+x

on the activation energy of U diffusion in uranium dioxide has been
formulated thermodynamically and the Arrhenius activation en-
ergy varies with x: �2.6 eV for UO2+x (x P 0.0), �5.6 eV for UO2,
and �7.8 eV for UO2�x (x 6 0.02) [14,42]. This large variation of
the activation energy cannot be explained by a mechanism involv-
ing only one U vacancy [7,8]. Further investigations reveal that U
vacancy diffusion may involve clusters of at least two U vacancies,
probably coordinated with additional O vacancies as suggested in a
recent article [7]. Thus, the details of atomic-scale mechanisms to
explain the experimental activation energies are still underdevelo-
ped.

In this study, first-principles calculations were performed to
understand diffusion energetics of actinide impurities in UO2. A
vacancy-assisted mechanism was employed for the purpose in this
study. This mechanism is also assumed in most theoretical studies
in the literature [7,43,44], although in general, both vacancy-
assisted diffusion and interstitial diffusion mechanisms are possible.
The mechanism may involve an impurity atom and a U vacancy or
vacancy clusters such as UO and UO2 [7,43]. For simplicity, a
vacancy-assisted mechanism involving one U vacancy and an acti-
nide impurity atom was modeled in this study. The focus is on the
trend of the diffusion energetics of different actinides including Th,
U, Np, and Pu. Two different diffusion paths were examined. The
variations of the calculated activation energies are rationalized
by considering atomic number and ionic radius of the diffusion
impurity actinide atoms. Discussions are also made to understand
discrepancies between the theoretical calculations and experimen-
tal observations on the activation energies and challenges in
understanding the diffusion processes in uranium dioxide.
Fig. 1. Crystal structure of UO2 in 96 atoms cell. The U octahedron and O cube
surrounding the lattice interstitial site are highlighted by connecting the neigh-
boring U and O atoms.
2. Methods

Quantum–mechanical calculations were performed using Den-
sity Functional Theory (DFT) framework and Plane Wave basis sets
as implemented in VASP [45]. The Projector-Augmented Wave
method [46] and exchange–correlation as parameterized by
Perdew–Wang functional [47,48] were applied in the generalized
gradient approximation [49]. The pseudopotentials supplied by
VASP were used in the calculations. The 5f, 6s, 6p, 6d, and 7s
electrons in U are treated as valence electrons (total of 14 valence
electrons) and the core electrons have [Xe] configuration. For Th,
Np, and Pu, the core also has [Xe] configuration with 12, 15, and
16 electrons, respectively, treated as valence electrons. For O, the
core has [He] configuration, and the rest (2s, 2p) are treated as
valence electrons (six electrons). The on-site Coulomb interaction
with rotationally invariant DFT+U (italicized U stands for Hubbard
U, plain U for uranium) method introduced by Liechtenstein et al.
[50] and a fully relativistic calculation for the core-electrons and
scalar relativistic approximation for the valence electrons were
employed to approximate relativistic effects and electron correla-
tion effects for the 5f electrons. The on-site Coulomb interaction
parameters are U = 3.8 and J = 0.4, which were tuned to reproduce
the experimentally observed band gap width of UO2 [51]. Similar
methods have been used in a previous study and reasonably repro-
duced a number of experimentally observed properties of uranium
dioxide, including the crystal structure, electronic structure, and
phase transition pressure [52].

The computations were performed based on a 2 � 2 � 2 super-
cell of UO2. Fig. 1 shows the crystal structure of UO2. Energy cutoff
for the plane-wave basis set was 520.00 eV (or 38.2 Ry) for all cal-
culations. The Monkhorst–Pack scheme for integration in the Brill-
ouin zone was adopted, and a 2 � 2 � 2k-point grid was used.
Using a 3 � 3 � 3k-point grid did not improve the convergence. A
1k antiferromagnetic order was used with alternating spins on U
parallel to the h100i directions. Although a recent experimental re-
sult supports a 3k magnetic order with spins on U parallel to h111i
[53], the 1k spin order still is a good approximation of the 3k order
with a difference in total energy of �2.4 meV/12 atoms cell (i.e.,
0.2 meV/atom) as demonstrated in the previous study [28]. Thus,
the results based on the 1k order are not expected to strongly affect
the conclusions. Collinear magnetic calculations were performed.
Spin–orbit coupling was not included in the calculations. All the
calculations were performed without allowing a change of the cell
shape but the volumes were pre-relaxed to their equilibrium vol-
umes, which constrains the computational cell to be cubic while
allowing local structure changes around defects. Fixing the compu-
tational cell shape only causes a small error in the calculated en-
ergy with respect to relaxing the cell shape as demonstrated in a
previous study [52].

Electronic metastable states of cubic fluorite UO2 have been
documented and methods to achieve low energy states have been
proposed in the literature [21,54–56]. In a method of enumerating
the initial occupation matrix of the U 5f electrons, it was suggested
that monitoring the U 5f occupation matrices and allowing the 5f
electrons to break the cubic symmetry are necessary [21]. In a
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Hubbard U-ramping scheme, the U parameters are gradually
ramped up from zero to a desired value in a series of calculations
[55]. In this study, the initial occupation matrix for U atoms was
not controlled but the occupation matrix was checked for metasta-
bility by following the change of the occupation matrices during
the convergence, and by comparing the converged occupation
matrices with the published ground state occupation matrices in
the literature [28] and with the converged occupation matrices
using one of literature proposed methods for obtaining the ground
state of UO2 such as the U-ramping method [55]. In order for the
electronic structure being allowed to break symmetry, the super-
cell symmetry was switched off in all calculations. As demon-
strated in previous calculations [21,28,52], switching off the
symmetry and using the rotationally invariant Liechtenstein
scheme [50] help the systems reaching their ground states. Even
if the electronic ground states were not reached, the converged
states are expected to have a small energy difference from the true
ground states. The average of this energy difference, proposed in
this study as the error of the calculations without using the ramp-
ing scheme, was estimated by comparing the energy of the as-
converged states with the results using the Hubbard U-ramping
method for a number of different structural configurations. The er-
ror from such calculations is �0.2 eV/(96 atom cell) (i.e., �2 meV/
atom).
U 

O
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Fig. 2. A schematic view of a interstitial-assisted actinide diffusion mechanism in
UO2 lattice projected on (001) plane. Only two layers of U atoms and one layer of O
atoms are shown. Larger balls are U atoms. The small balls are oxygen atoms.
Different cueing balls for U atoms indicate the atoms below and above the oxygen
atom layer. Dashed circles are the locations of vacancies or actinide atoms. Dashed
arrows show moving direction of the vacancy or diffusion actinide atom.
3. Results and discussion

3.1. DFT+U description of UO2+x

In order to reasonably predict diffusion properties of actinides
in UO2+x, the crystal structure, electronic structure, and defect
properties of UO2 have to be calculated as accurately as possible.
In addition, the phase behavior of UO2 under pressure also needs
to be predicted reasonably well. At high pressures, inter-atomic
bond distances are shorter than at low pressures. A better predic-
tion on the energetics at high pressures provides confidence on the
calculated energetics of the diffusion, especially energies where
the diffusing atom migrating away from its equilibrium position
with shorter bond distances.

The basic crystal structure and electronic structure of UO2 were
well reproduced using the methods described in the previous sec-
tion. The calculated band gap is 2.1 eV, consistent with the exper-
imental value 2.1 eV [51]. The calculation suggests that the U
formal oxidation state is +4 with two unpaired 5f electrons. The
calculated density of states shows that at the top of the valence
band is mainly U-5f band, and the O-2p band is �3–6 eV below
the Fermi level, consistent with the result from photoemission
spectroscopic experiments [57]. The calculated unit cell constant
is 5.54 Å with the GGA+U (U = 3.8, J = 0.4) methods, �1% higher
than 5.47 Å of an experimental value at ambient temperature
[58]. Similar results have been obtained in a previous study using
similar methods [20]. The bulk modulus, 193.4 GPa, calculated by
fitting a dataset of the total energy as a function of volume using
the Birch–Murnaghan equation of state [59], is in agreement with
207 GPa from a previous experiment [60] and 195.4 GPa from a re-
cent DFT calculation [20]. At high pressure, UO2 with a cubic fluo-
rite structure is transformed to a high-pressure phase with an
orthorhombic cotunnite structure. The phase transition pressure
was estimated by the slope of the cotangent of the two-phase
curves from a plot of the calculated total energy as a function of
volume. For stoichiometric UO2, the calculated transition pressure
is 17 GPa, much below the experimentally observed transition
pressures of 29 GPa [61] and 42 GPa [60]. This discrepancy leads
to question if DFT+U can be used to accurately describe UO2 at high
pressures [20,22]. For UO2.03, our calculations show that the calcu-
lated transition pressure is 27 GPa. This result suggests that the
phase transition pressure is very sensitive to a small amount of ex-
cess oxygen in hyperstoichiometric UO2+x. The details of these cal-
culations are reported in a separate paper and are summarized in
this contribution for completeness [52].

3.2. Activation process of actinide impurity diffusion in UO2

Under the assumption of a vacancy-assisted diffusing mecha-
nism, for an impurity diffusing atom (i.e., Th, U, Np, and Pu) to mi-
grate, a vacancy has to be formed, and the vacancy has to be
neighboring the diffusing atom, driven by an association energy
or binding energy between the vacancy and the diffusing atom.
Populations of U vacancies and those binding to the diffusing
atoms obey statistical mechanics principles and the Boltzmann dis-
tribution, which are thermally activated. Once there is a vacancy
neighboring the diffusing atom, the diffusing atom can migrate
from its lattice site to the vacancy site. As illustrated in Fig. 2, there
are three components to the activation energy, which is defined as
[62]:

DHa ¼ DHv � DHvb þ DHm ð1Þ

where DHv is the vacancy formation energy, DHvb is the vacancy
binding energy, and DHm is the migration energy.

For the vacancy formation energy calculation, one U atom is de-
leted from its lattice site, resulting in 95 atoms in the computa-
tional supercell. Recent studies show that charged defects in UO2

could be more stable than their neutral ones [7,18]. However,
charged-state calculations need corrections by artificially assum-
ing a homogeneous background charge [63] and may also cause
complications in correctly calculating migration energies. For sim-
plicity, all calculations in this study were done with a charge neu-
tral system, which results in the stoichiometry of the system
slightly off UO2. Note that such a configuration is a simplified mod-
el to simulate the impurity diffusion. For more accurate models,
other types of defects involving one or more U and O vacancies
such as Frenkel defects, Schottky defects, and/or defect clusters
have to be considered. However, implementing these defect
types (i.e., involving more than one site) would make multiple
models unavoidable in order to account for the effect of different
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configurations of the defect sites in the diffusion calculations. Thus,
for a qualitative understanding of the trend of diffusion energetics
of an actinide impurity in uranium dioxide as a function of atomic
number, in this study, the simplified model with a neutral charge
was employed.

In the dilute limit where the concentration of an impurity acti-
nide is small, the effect of the impurity atom on the U vacancy for-
mation is ignored because, on average, the impurity is more than a
few bonds away from the vacant site. The vacancy formation en-
ergy is calculated based on the following equation:

29=32U32O64 þ 2d-UO3 ¼ U31O64 ð2Þ

where d-UO3 was used as a reference phase. Using d-UO3 [64] as a
reference phase, the calculated vacancy formation energy is 2.1 eV
(Table 1). It needs to be mentioned that for a charge-neutral defect,
defect formation energies depend on the reference phase or chem-
ical potentials of U and O [65]. If a-U was used as a reference phase,
the formation energy would be 4.9 eV, which is consistent with the
value (4.48 eV) in the literature using similar methods and the same
reference phase [20]. At oxygen-rich conditions, however, the for-
mation energy of a U vacancy was calculated to be �6.50 eV [20].
The vacancy formation energy also depends on the stoichiometry
of UO2+x, the charge state, how symmetry is controlled, if the calcu-
lation is done in one computational supercell or two separate super-
cells, and the size of the supercell being used (i.e., dilution) as
demonstrated in a recent study [7]. The calculated values in that
study vary widely from +11.9 eV to �1.1 eV. For the purpose of this
study, the defect formation energy of 2.1 eV is used here to under-
stand the trend across the actinides for consistency and simplicity.

Since O atoms are expected to maintain their oxidation states in
U31O64, removing a U atom from the system (e.g., U32O64) will re-
sult in some of the U atoms donating more electrons to the oxygen
atoms and increasing their oxidation states. This can be checked by
monitoring the magnetic moments of the U atoms. The calculated
results show that there are four U atoms with a magnetic moment
of �1.0lB and the rest with a magnetic moment of �2.0lB. This
partial loss of the magnetic moment can be interpreted as an oxi-
dation state change of the U atoms from U4+ to U5+. It is interesting
to observe that none of the U atoms is oxidized from 4+ to 6+. The
oxidized U atoms are not necessary to be the nearest neighbors of
the defect (i.e., the U vacancy). Similar results have been reported
in previous studies where U oxidations from U4+ to U5+ state is in-
duced by interstitial oxygen [38,66]. It is expected that structures
with four U5+ atoms at different locations with respect to the U va-
cancy site have different vacancy formation energies. In the pres-
ent study, a series of calculations were carried out and each has
a U vacancy initially located at a different location. The optimiza-
tions resulted in the U5+ atoms being located at different locations
with respect to the vacancy and the total energy differences are in
a range between 0.1 eV and 0.5 eV. It is speculated that the energy
differences may be caused by all or any combinations of the differ-
ences in electrostatic interactions of the defect sites (i.e., the va-
cancy site and U5+ sites), spin–spin interactions, and chemical
bonding of the U5+–O bonds. In this study, for a qualitative under-
standing, the lowest-energy structure of all the possible U5+ config-
Table 1
Activation energy and its components of actinide diffusion in UO2. DHv is the enthalpy of
migration energy of actinide in UO2, and DHa is the activation energy of actinide in UO2.

Systems/energy (eV) DHv (±0.5) DHvb (±0.5)

Th in UO2 2.1 �0.2
U in UO2 2.1 0.0
Np in UO2 2.1 0.3
Pu in UO2 2.1 0.4

a Matzke [42].
urations was not sought, which would be a subject of future
studies. Instead, an error of 0.3 eV was estimated to the energy
of the as-converged structure. In one of the as-converged struc-
tures for U31O64, U5+ atoms are located two to three bonds away
from the vacancy site. Considering together with the error associ-
ated with electronic metastability of 0.2 eV/96 atom cell, the error
of the calculated vacancy formation energy is �0.5 eV, resulted
from the errors related to electronic metastability and U5+ config-
urations. The error of vacancy binding energies is expected to be
at the same level. The error of the calculated migration energies
is expected to be on the order of 0.2 eV, based on the error associ-
ated with the electronic metastability. Thus, the error of the calcu-
lated activation energies based on Eq. (1) is �0.7 eV, propagated
from its components.

For vacancy binding energy calculations, one U atom was
substituted by an impurity atom M (M = Th, Np, and Pu), resulting
in a system with a formula of M1U30O64. As Fig. 2 illustrates, the
binding energy is calculated as the energy difference between a
system with a vacancy not bound to the impurity (IP) (Vi, three
bonds away from the diffusion impurity atom) and that bound to
the impurity (Vb, a vacancy adjacent to the impurity). A positive
value indicates an impurity attractive interaction to the vacancy.
The calculated binding energy for each impurity actinide is listed
in Table 1. As shown, the binding energy is �0.3 eV for Th, 0.0
for U, 0.3 eV for Np, and 0.4 eV for Pu. Such a trend is counterintu-
itive because larger impurity atoms (e.g., Th) are expected to be
energetically favorable if adjacent to the vacancy than smaller
atoms (e.g., Pu). Thus, the binding energy may be largely caused
by electronic interactions involving the 5f electrons. For Th at 4+
charge state without 5f electrons, the binding energy is negative,
and for Np and Pu, the binding energies are positive, suggesting
an increased attractive interaction of the impurities with vacancy
as the number of 5f electrons increases. However, the binding en-
ergy contribution to the activation energy is relatively small for the
actinides, suggesting that the interactions of the impurities with
the vacancies are weak. The calculated magnetic moments of
impurity atoms are �0.0lB for Th, �2.0lB for U, �3.1lB for Np,
and �4.2lB for Pu, suggesting that the oxidation states of the
impurity atoms (i.e., Th, Np, and Pu) do not change when a vacancy
is at the neighboring location.

3.3. Two diffusion paths

In the face-centered cubic lattice, there are two possible paths
for a U atom to migrate to its next neighboring sites. As shown
in Fig. 3, one way for the atom to migrate is to jump through the
interstitial vacancy site in the lattice. This path is possible because
the vacancy may provide some space needed for a diffusing atom
to move from one site to the other. The moving direction is along
the edge of the cubic lattice or h001i directions, parallel to the
principle axes of the crystal structure. The path distance (P-iv) is
5.47 Å, which is not the shortest. The shortest-distance path is to
move to its nearest U neighboring sites, which is 3.87 Å (P-s). This
path is along the diagonal direction of the two principle axes
(Figs. 2 and 3). Calculations were performed for both of these
two paths for U diffusion.
U vacancy formation in UO2, DHvb is the vacancy binding energy in UO2, DHm is the

DHm (±0.2) DHa (±0.7) Experimenta

5.4 7.7 6.5 (Th in ThO2)
5.2 7.3 �2.6 to �7.8
4.9 6.7
4.0 5.7



3.87 Å  

5.47 Å  

P-s 

P-iv 

0 
2 3 4

1 

Fig. 3. A representation of two diffusion paths. Only atoms associated with the U
octahedron and O cube surrounding the lattice interstitial site are shown. The
highlighted atoms and connections with the dashed arrows indicate two diffusion
paths, P-iv and P-s. The dashed open circles are the vacant site neighboring the
diffusing atom. The numbers indicate the locations of the diffusion impurity for the
corresponding NEB images based P-s diffusion path.

Fig. 4. The energy surface for U diffusion in UO2 along h100i direction through
interstitial site, the P-iv path (a), and along h110i direction, the shortest distance,
the P-s path (b). The dashed lines are eye-guide. For both of the calculations, five
images were used. The horizontal axis is the image numbers in the CI-NEB
calculations.
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There are two methods in the literature to estimate the migra-
tion energy of an impurity atom diffusion using static DFT calcula-
tions. The Nudged Elastic Band (NEB) method has been widely
documented for diffusion calculations [67] and recently has been
employed for O and U diffusions in UO2 [7,38,39]. The other way
to calculate the migration energy is step by step moving a diffusion
atom from one lattice site to the next along a predefined diffusion
path. At each step, the system is optimized (including the coordi-
nates of the diffusion ions perpendicular to the path). In both cases,
the energy surface as a function of the diffusion path is generated.
The migration energy is estimated as the difference between the
maximum and the base of the energy surface. The latter method
needs to constrain some atoms in the system, which may cause er-
rors in the calculated results. The climbing image NEB method (CI-
NEB) implemented in VASP was used in the present study [67].

Fig. 4 shows calculated energy surfaces of U diffusion in UO2 lat-
tice along two diffusion paths. The shortest distance path has actu-
ally a lower migration energy (5.2 eV), although, along the
diffusion path, there are two oxygen atoms at a very short distance.
Counterintuitively, the interstitial vacancy path has a higher
migration energy (8.7 eV). Structural analysis shows that along
the interstitial path, there are four U atoms at a relatively short dis-
tance. The strong repulsion from these U atoms induces a much
higher barrier for the U to migrate than that caused by the close-
by O atoms in the case of the shortest diffusion path. Based on this
observation, all the rest of the diffusion calculations were carried
out only for the shortest distance path. Since the CI-NEB method
was used in the calculations, the saddle point is expected to be cal-
culated quite accurately and so is the calculated migration energy.
Since U-ramping scheme is not implemented in the CI-NEB method
with VASP, an error (0.2 eV) is estimated for the migration energy
calculations as described in the previous section.
3.4. Activation energy of actinide diffusion and correlation with atomic
number

The calculated activation energies and their components of dif-
ferent actinides in UO2 are listed in Table 1. The migration energies
for Th, U, Np, and Pu are 5.4, 5.2, 4.9, and 4.0 eV, respectively. The
migration energy for U (5.2 eV) is comparable with a previously
calculated migration energy of 4.81 eV of U migrating along the
same path and using similar methods [7], but relatively larger than
another calculation (3.09 eV), where in the latter case the calcula-
tions were performed without the Hubbard U onsite interaction for
the 5f electrons [43]. The calculated migration energy for Th in UO2

(5.4 eV) is larger than a previous calculation of Th in ThO2 (4.47 eV)
[8]. As shown in Table 1, for different actinide atoms, the migration
barrier becomes smaller as atomic number of the actinide atom in-
creases, so is the activation energy from Th, U, Np, to Pu. It needs to
be mentioned that earlier experimental studies show that the dif-
fusion rates of Th, U, and Pu in ThO2 are practically identical [12].
However, in order to compare the calculations with the experi-
mental diffusion rates, attempt frequencies of the actinide diffu-
sions need to be calculated as well, which is a subject of future
studies. As shown in Table 1, the major contribution to the activa-
tion energy is the migration energy since the binding energy only
contributes little to the activation energy for each of the actinides.
Nevertheless, the binding energy contributes as much as the
migration energy to the difference of the activation energies for
most of the actinides. For Th diffusion in UO2, the calculated acti-
vation energy, 7.7 eV, is higher than the experimental value of
�6.5 eV of Th in ThO2 [42]. For U diffusion in UO2, the calculated
value of 7.3 eV is near the high end of the experimental values
(i.e., 2.6–7.8 eV) using non-irradiated samples of single crystal ura-
nium dioxide, where a tracer was used in the experiment and al-
pha-energy degradation method was used to measure the tracer
penetration [16,42]. Although agreement with experiment results
is not expected, such discrepancies are a concern for both experi-
ment and calculation. Theoretically, errors may be caused by inac-
curate assumptions of the diffusion model and complications from
real materials that are difficult to take into consideration in the cal-
culations. For instance, defects near the diffusion path, especially
oxygen interstitials, which are common in uranium dioxide, could
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significantly affect all the components of the activation energy as
demonstrated in recent theoretical studies [7,8]. Experimentally,
bulk diffusion, surface diffusion, and grain boundary diffusion need
to be distinguished clearly since each of them should have dis-
tinctly different diffusion mechanisms and activation energies.
Not all the diffusion experiments are under strictly environmental
controls to guarantee the stoichiometry of UO2 during the entire
period of the measurements. Such a control is a challenge because
UO2 tends to deviate from its stoichiometry at high temperatures,
at which most diffusion experiments were conducted. Further the-
oretical investigations may provide important clues on those dis-
crepancies and valuable insights by considering additional
diffusion models and effects of other structural defects and a devi-
ation from UO2 stoichiometry. Even if the above-mentioned prob-
lems can be resolved, a comparison of calculated activation
energies, especially those based on static energy calculations such
as presented here, with experimentally observed Arrhenius activa-
tion energies is not straightforward. For a direct comparison be-
tween theory and experiment, entropic contributions need to be
included in the calculations, finite temperature effects on migra-
tion energy calculations should be taken into account, and the en-
tire energy surface along the diffusion path needs to be considered,
to name a few.

Fig. 5 shows the calculated activation energy as a function of
atomic number, along with ionic radius and metallic radius of
the actinides. The activation energy decreases with atomic number
and increases as a function of ionic radius (Fig. 6). For actinide met-
als, localization and delocalization of the 5f electrons have a strong
effect on the sizes and other properties. As the electrons become
more delocalized as the series approaches Pu, the size starts to in-
crease. This is not the case for the actinide dioxides. The ionic ra-
dius decreases roughly linearly with atomic number as more 5f
Fig. 5. Activation energy of different actinide atoms in UO2 and ionic radius as a
function of atomic number. M0 is for zero valence metal actinide [68], M4+ is for
tetravalent actinide cation [68], and Ea stands for the activation energy of the
diffusion. The dashed lines are eye-guide and the error bars are the estimated
errors.

Fig. 6. Activation energy of different actinide atoms in UO2 as a function of ionic
radius. The dashed lines are eye-guide and the error bars are the estimated errors.
electrons participate in the bonding [68]. Although the absolute
values of the calculated activation energies are somewhat higher
than the experimental activation energies, the present study shows
that the activation energies of actinide diffusions in UO2 have a
strong correlation with the atomic number and ionic radius, and
such a correlation can be validated by well controlled systematic
experimental studies.
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Abstract

Diffusion of He in zircon and apatite is of fundamental importance in the interpretation of He-loss measurements used in
thermochronology. The diffusion of He in zircon is strongly anisotropic, while experimental measurements find He diffusion in
apatite to be nearly isotropic. We present the first calculations for He diffusion in Ca5(PO4)3F fluroapatite and re-calculate He
diffusivity in zircon, ZrSiO4, in order to make a consistent comparison with the results of the apatite calculations and clarify
discrepancies in the literature. Calculated diffusivities for apatite are:
0016-7

http://d
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D½0 0 1� ðcm2=sÞ ¼ 0:014 expð�84 kJ mol�1=RT Þ
D½1 1 0� ðcm2=sÞ ¼ 0:024 expð�104 kJ mol�1=RT Þ
and for zircon:
D½0 0 1� ðcm2=sÞ ¼ 0:0039 expð�42 kJ mol�1=RT Þ
D½1 0 0� ðcm2=sÞ ¼ 0:030 expð�255 kJ mol�1=RT Þ
He diffusion in ideal zircon is greater than in ideal apatite and anisotropic in both. However, the degree of anisotropy is
much more pronounced in zircon. The computational approach allows a comparison of the behavior of the ideal structures
(i.e., defect-free) as compared to natural samples that may contain impurities or some level of radiation damage. The calcu-
lated diffusivities for the ideal structure are in closer agreement with experimentally determined values for natural apatite than
for zircon. The calculations predict that the perfect zircon structure will have high diffusivities due to large uninterrupted
“channels” along [001]. However, in natural samples, these channels may be interrupted due to the presence of impurities,
e.g., radiogenic Pb, or nanoscale radiation-damage cascades, 5 nm in diameter, created by the alpha-decay of incorporated
U and Th, thus effectively lowering the diffusivity. The damage microstructure depends on the fluence and thermal history
of the sample, and variations in thermal history can lead to variations in the He-loss and the interpreted age and thermal
history. Closure temperatures in the ideal structure are extremely low, �35 �C for apatite and �150 �C for zircon, suggesting
the degree of radiation damage plays an important role in attaining closure to He loss.
� 2012 Elsevier Ltd. All rights reserved.
1. INTRODUCTION

Thermochronology is typically used to determine the age
and thermal history of rocks within the Earth’s crust
037/$ - see front matter � 2012 Elsevier Ltd. All rights reserved.
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(Ehlers and Farley, 2003; Ehlers, 2005; Reiners et al.,
2005). Apatite and zircon are the most common minerals
used in (U–Th)/He thermochronometry (Ehlers and Farley,
2003; Thomson et al., 2010). The age of a mineral can be
determined from the ratio of parent nuclides, U and Th,
to their decay products, Pb and He, assuming this ratio
has not been disturbed by alteration or thermal events.

http://dx.doi.org/10.1016/j.gca.2012.03.004
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However, in the (U–Th)/He system, helium can easily be
lost by thermally-activated diffusion, resulting in lower
measured ages, but also providing information on the tim-
ing of thermal events (Reiners and Shuster, 2009). There-
fore, a knowledge of the mechanisms and rates of loss of
He are essential to interpreting the age and thermal histo-
ries of crustal rocks correctly, especially for minerals with
anisotropic diffusion (Huber et al., 2011).

In order to extract accurate ages and thermal histories
from apatite and zircon, the He loss within these minerals
must be well constrained. In zircon, previous experimental
and computational studies have shown diffusivity to be
strongly anisotropic (Farley, 2007; Reich et al., 2007; Cher-
niak et al., 2009; Saadoune and de Leeuw, 2009; Saadoune
et al., 2009). Experiments indicate He diffusion in apatite is
almost isotropic and greater (faster) than in zircon (Farley,
2000; Cherniak et al., 2009). In this study, the transport
properties of He are calculated in ideal apatite at the atomic
scale using density functional theory (DFT) methods. This
approach, using the ideal atomic-scale structure in the ab-
sence of impurities and without radiation damage, provides
a benchmark for the comparison of diffusion rates among
structures and leads to predictions of He loss. Experimental
values are obtained from crystals that may have defects or
impurities, some level of radiation damage and different
thermal histories. The DFT calculations in this paper focus
on the determination of the activation energy, EA, the diffu-
sion prefactor, D0, and closure temperature, TC, as a func-
tion of crystallographic direction for different He diffusion
pathways through the structures. The activation barriers
in ideal zircon have been previously calculated (Reich
et al., 2007; Saadoune and de Leeuw, 2009; Saadoune
et al., 2009). Here, EA is recalculated for zircon in order
to compare the results for apatite to zircon using the same
computational methods, understand discrepancies in previ-
ous studies (Reich et al., 2007; Saadoune and de Leeuw,
Fig. 1. (a) Apatite and (b) zircon structures. [001] is perpendicular to the p
calculations. Periodic boundary conditions are used in the calculations, t
2009; Saadoune et al., 2009), and incorporate results into
estimates of closure temperatures.

At the atomic level, diffusion is the hop of one He atom
from a minimum energy position to the next. The defect mod-
el used assumes He diffuses interstitially from one He mini-
mum to another, which is often the case for cation
diffusion. Other mechanisms include coupled substitution
with others atoms or vacancies (Watson and Baxter, 2007).
DFT calculations were used to calculate the activation energy
barrier, EA, for an atom hopping between He minima and the
vibrational modes associated with the hop. Using the actual
vibrational modes for the calculation of D0 is a more ad-
vanced model than deriving D0 just from EA as done in Reich
et al. (2007), as explained in Section 2.3. From EA, models for
diffusion and closure temperature were calculated.

Qualitative diffusion behavior can be inferred simply by
examining the main features of the ideal structure (Fig. 1).
The zircon structure has large continuous channels in the
[001] direction. In contrast, along [001] the apatite struc-
ture is blocked by intervening Ca atoms. Thus, greater He
diffusion is expected along [001] in zircon than apatite, in
contrast to the results of laboratory measurements.

2. METHODS

Density functional theory (DFT) calculations solve the
Schrödinger equation, the governing equation of quantum
mechanics. The Schrödinger equation is comprised of an en-
ergy operator, the Hamiltonian operator, and the wave func-
tion (also know as the quantum state); together these
describe the fundamental quantum physics of a given sys-
tem. The Schrödinger equation cannot be solved exactly
for a many-electron system. DFT expresses the Schrödinger
equation as a function of the electron density, in which all
terms can be written and solved explicitly, except for the elec-
tron exchange–correlation functional. Exchange correlation
age. The atoms shown are representative of the unit cells used in the
hereby creating an extended model of the bulk, crystalline material.
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describes how electrons interact at the quantum level and is
typically approximated with either a local density approxi-
mation (LDA) or a generalized gradient approximation
(GGA). This simpler form of the Schrödinger equation is
tractable to solve for real systems (Sholl and Steckel,
2009). As input, DFT calculations require knowledge of
the crystal structure and composition. DFT calculations
output ground-state energies, densities and wave functions,
which can then be used to obtain macroscopic properties
(Hafner et al., 2006). DFT calculations are independent of
experimental constraints and experimental data, therefore
results obtained from DFT can be compared independently
with experimental results. For further reading regarding
density functional theory in modern research, please see
the review by Hafner et al. (2006).

The Vienna Ab Initio Simulation Package (VASP)
(Kresse and Hafner, 1993; Kresse and Furthmuller,
1996a,b) was used for these DFT calculations. The General-
ized Gradient Approximation (GGA) with the Perdew-
Burke-Ernzerhof (PBE) parameterization (Perdew et al.,
1996) was used to approximate the exchange–correlation
with planewave energy cutoff of 600 eV1. The planewaves
serve as basis functions for the simulation of the wave func-
tion. Structural relaxations were performed using full geom-
etry optimization with the conjugate gradient relaxation
technique.

The DFT approximation is only valid for the ground
state of a system, therefore the thermal motion of the lattice
atoms is not considered in the calculations, except for the
diffusing atom, as described by equation 1 in Section 2.3.
The overall impact of the atomic vibrations on the He en-
ergy barriers should be small. A static-lattice approach
for DFT calculations of transport properties has been
widely used in the literature (Van der Ven et al., 2001,
2008; Van der Ven and Ceder, 2005; Saadoune et al.,
2009; Ammann et al., 2010).

2.1. Structure

Calculations were performed for Ca5(PO4)3F fluroapa-
tite (hexagonal space group 176: P 63/m). Periodic boundary
conditions were used; therefore, the structure is repeated
infinitely in all directions representing a pure crystalline bulk
with repeating He atoms separated by the spacing of the dif-
ferent superlattices. A 168-atom orthogonal [100; 120; 002]
supercell (Fig. 1a) with a, b, c unit cell parameters 9.464,
16.393, 13.843 Å and angles 90�, 90�, 90� was large enough
to avoid He–He interactions (from He atoms in neighboring
cells) and to represent dilute He concentrations. The atomic
positions in the supercell were fully relaxed. All diffusion cal-
culations containing He were performed with P1 symmetry,
which allowed for potentially different diffusion constants of
He in different crystallographic directions.

Determining diffusion pathways is a two-step process.
First, the most energetically favorable locations or local min-
1 The pseudopotentials used were generated in VASP. For
reproducibility, the dates of generation are Ca: 06 Sep 2000, P:
17 Jan 2003, O: 08 Apr 2002, F: 08 Apr 2002, Zr: 08 Apr 2002, Si:
s2p2, O (zircon): 07 Sep 2000, He: 05 Jan 2001.
ima of helium (He) within the cell must be found. Then, path-
ways are identified from one local minimum He position to
the next symmetrically equivalent minimum. Few data exist
in the literature on the interstitial location for He in apatite.
In this study, the minimum energy position for interstitial He
was found by identifying five possible interstitial sites for He
(Fig. 2a). The structure was relaxed and the energy minimized
for all five He sites, in independent calculations with one He
atom/cell. Based on these results, the most energetically
favorable locations for a He atom are close to the axis that
connects the F atoms along [001] (site 1 and site 2; Fig. 2a).
Sites 3, 4, and 5 (local minima) are not as energetically favor-
able as sites 1 and 2 (global minima), therefore diffusion paths
in Section 2.2 are only considered to and from site 2 (symmet-
rically equivalent to site 1).

The 192-atom 3 � 3 � 3 supercell of zircon, ZrSiO4,
(space group 141: I41/amd) used in the calculations had a,
b, and c unit cell parameters of 13.370, 13.370, and
12.059 Å with angles of 90�, 90�, and 90�. The minimum
energy position for He in zircon (Fig. 1b) was selected
based on previous studies (Reich et al., 2007; Saadoune
and de Leeuw, 2009; Saadoune et al., 2009).
2.2. Calculating activation barriers

The activation barrier, EA, is the energy required to
move a He atom from one minimum energy position (site
1 or site 2; Fig. 2a) along a given direction in the structure
through activated states to the next minimum energy posi-
tion. Specifically, EA is the energy difference between He in
the activated state and in the minimum energy position. Po-
tential pathways for He diffusion were identified from the
He site (site 2) to the next symmetrically equivalent site
(e.g., site 2* in Fig. 2b and site 1 in Fig. 2c). Interstitial dif-
fusion requires open channels through the crystal structure.
Close inspection of the structure reveals two potential path-
ways for interstitial diffusion, along [001] (Fig. 2b) and
[110] (Fig. 2c). These are the two most open channels in
apatite and therefore the most probable directions of move-
ment. Pathways from site 2 in other directions are too con-
gested with atoms to make interstitial diffusion likely. In
zircon, EA along [001] and [100] was calculated; consistent
with previous literature (Reich et al., 2007; Saadoune and
de Leeuw, 2009; Saadoune et al., 2009).

The activation barrier, EA, was calculated in previous
zircon studies by manually placing the He atom at even
intervals along the path between two energy minima (Reich
et al., 2007; Saadoune and de Leeuw, 2009; Saadoune et al.,
2009). Using this method, the coordinates of the He atom
are fixed at each respective position along the path (though
He is allowed to relax perpendicular to the path along with
all of the other atoms in the cell) in order to avoid atoms
relaxing into the local minimum position, and the energy
is calculated for each step. For some cells, an additional
atom, far from the He atom is fixed to avoid drift of the
unit cell during the calculation. Since the He position is
not allowed to fully relax during the energy calculation,
the activated energy may be artificially high or low. Zircon
has evenly spaced barriers in a grid-like pattern that make
manually placing He atoms along the energy barrier path



Fig. 2. 169 He-(Ca5(PO4)3F)8 apatite supercell used in calculations. (a) Five possible interstitial sites for He were identified (labeled 1 through
5). Based on the results of the calculations, site 2 (equivalent to site 1) is the energetically most favorable site for He. From site 2, potential
pathways for He diffusion are identified in all directions. (b) Pathway 1 is along the F column in the [001] direction. He travels from site 2 to
the next symmetrically equivalent He site, 2*, through barriers EB1 and EB2 (d). (c) Pathway 2 is along the [110] direction from site 2 to the
symmetrically equivalent site 1 via barriers EB3 and EB4 and site 3 (e). In (b) and (c), the large black atoms 2, 2* and 1 are global minimum
energy positions for He, large black atoms 20 and 3 are local minimum energy positions, and the smaller black atoms illustrate the activated
and intermediate positions for He along the pathway. Although cells are shown with multiple He atoms to illustrate potential He interstitial
sites and diffusion pathways, all calculations were performed with one He atom/cell. Barriers (d and e), especially along [110] (e) are three-
dimensional and the axes have been rotated for clarity. Dashed lines fill in the geometric boundary.
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fairly obvious (Fig. 1). The complexities of apatite’s struc-
ture calls for a more sophisticated method of calculating
the energy barrier.

Another approach to calculate EA is the Nudged Elastic
Band (NEB) method, which allows calculation of the en-
ergy of He in the activated state without fixing the position
(Mills et al., 1995; Jónsson et al., 1998). The initial setup is
similar to the method described above: unit cells are created
with He atoms placed at even intervals between the two en-
ergy minima. Each unit cell contains only one He atom.
The NEB method connects the atoms in different unit cells
along the path with an imaginary spring. The spring-con-
nected atoms, referred to as images, keep He in the acti-
vated state, preventing it from relaxing into the local
minimum position. The energy is calculated for all images
along the path simultaneously, allowing He in the activated
state to relax fully in all directions to find the lowest activa-
tion barrier. Images were equidistant and the center of mass
is the same for all images (so the cells do not drift during the
calculation). All NEB calculations were run with a spring
constant of �5 eV/Å2. Scripts were used to create the
images at equidistant spacing with the same center of mass
(Curtarolo et al., 2005). The NEB method was used in this
study to calculate barriers for both apatite and zircon.

In apatite, pathway 1 is along [001] from site 2 to the
next symmetrically equivalent He location, 2*, through bar-
riers EB1 and EB2 (Fig. 2b, 2d). He in site 20 has the same
energetics as in site 2, however 2’ is not symmetrically
equivalent to site 2. Both barriers are approximately dia-
mond-shaped (Fig. 2d). For the NEB calculations, results
are reported for one image between 2 and 20 and one image
between 2’ and 2*. Using three images (as shown in Fig. 2)
did not change the activation barrier.

Pathway 2 is along [110] from site 2 to the next sym-
metrically equivalent global He minimum location, site 1
(Fig. 2c). He travels from site 2 to site 3 through barrier
EB3 and from site 3 to site 1 through EB4 (Fig. 2e). As
discussed in Section 2.1, He in site 3 is a local minima,
not a global minima and is not as energetically favorable
as sites 1 or 2 (Fig. 3a). The barriers along [110] resem-
ble three-dimensional cages. For the NEB calculations, 5
images were used between sites 2 and 3 and 5 images
were used between sites 1 and 3 for a total of 10 images
along the path.
2.3. Calculating diffusivities

Tracer diffusion, D*, describes the path (aka trace) of the
motion of a single particle (Kutner, 1981; Gomer, 1990)
and is a function of EA:

D� ¼ D0 exp
�EA

RT

� �
ð1Þ



Fig. 3. Energy for each image relative to the minimum energy position in (a) apatite along [001] and [110] and (b) zircon along the [001] and
[100]. Sites 1, 2, and 3 are defined in Fig. 2. The activation energy (EA) for each path is the largest energy along that path. Note, that the
vertical scale for EA varies considerably for each figure. EB1–EB4 are the barriers in apatite, shown in Fig. 2. IS2 is an octahedral-shaped
interstitial site and IS3 is a smaller diamond-shaped interstitial site (geometry shown in Fig. 3 of (Saadoune et al., 2009)).
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D0 ¼
za2

2d
m; ð2Þ

where z is the coordination of the atom, a is the hop-dis-
tance between two He minima, d is the dimension (3 for
all calculations considered here), R is the gas constant,
and T is the temperature. EA is calculated with the DFT
method using the formulas above (1,2). All atoms vibrate
at a natural frequency within a crystal. This vibration is
the driving force that moves an atom from one point in
the structure to another. The attempt frequency (Vineyard,
1957), v, was calculated from normal modes of vibration in
the DFT calculation by displacing the atom in the activated
and ground states. The attempt frequency is the ratio of vi

(the normal modes of the stable state) to vi
* (the normal

modes of the activated state) for M He atoms (1 in this
case) (Allnatt and Lidiard, 1993).

m ¼

Q3M

i
mi

Q3M�1

i
m�i

ð3Þ

In VASP, vi and m�i are calculated by slightly displacing
the He atom in all directions at the stable and activated
sites. Calculating normal modes with DFT allows direct
determination of v from first principles with the only
approximation being those made in DFT to solve the
Schrödinger equation. Another way to approximate v is
to write the frequency as a function of the force constant
and assume the potential function is represented by a
one-dimensional sinusoidal function /ðxÞ ¼ /ð0Þ þ E sin2

ðpx
k Þ (Reich et al., 2007; Saadoune and de Leeuw, 2009;
Saadoune et al., 2009). Although simple structures may
have a fairly sinusoidal potential function, the shape of apa-
tite’s potential curve is more complex and not accurately
represented by a one-dimensional sine function (Fig. 3).

Chemical diffusion, D, is the product of the self-diffusion
term, DJ, with the thermodynamic factor, H, for the system:
D = DJ�H. The self-diffusion term DJ is proportional to the
mean squared displacement of the atoms of interest in the
system (Van der Ven et al., 2008).

In the dilute limit, such as in these calculations (0.6 at.%
He in apatite separated by 9.5 Å, 0.5 at.% He in zircon sep-
arated by 12.06 Å), one can assume that DJ = D* because
there are no cross-correlations between He atoms; thus, H
is 1. Therefore, for the dilute limit, the chemical diffusion
is the same as the tracer diffusion (D = D*) (Kutner,
1981; Gomer, 1990; Van der Ven et al., 2008).

3. RESULTS

3.1. Activation barriers

The lowest activation barrier in apatite is along [001]
(Table 1, Table 2, Fig. 3) at 84 kJ/mol. Calculations also
clearly show anisotropy in the activation barriers: EA in
the [110] direction is 20 kJ/mol higher than in the [001]
direction.

The lowest activation barrier (42 kJ/mol) in zircon is
along [001] (Table 1, Fig. 4a, solid black diamonds). Calcu-
lations also show strong anisotropy in the activation barri-
ers; the activation barrier for [100] is 213 kJ/mol higher
than for the [001]. Energy barriers are lowest along [001]
for both apatite and zircon. In zircon, EA differs by



Table 1
Diffusivity parameters in apatite and zircon as a function of direction in the structure. a: hop distance, EA: activation energy, v: attempt
frequency, D0: diffusivity. The atomic coordination, z, is 4 for all pathways.

a (Å) EA (kJ/mol) EA (eV) m (THz) D0 (cm2/s) � 10�2

Apatite [001] 8.8 84 0.87 2.79 1.4
[110] 11.09 104 1.08 2.90 2.4

Zircon [001] 3.02 42 0.44 6.36 0.39
[100] – IS2 3.06 42 0.43 5.02 0.31
[100] – IS3 3.59 255 2.64 10.06 0.86
[100] – Total 6.65 255 2.64 10.06 3.0

Table 2
Comparison of calculated and measured activation energies for apatite. Bulk step-wise heating measurements are interpreted as isotropic
diffusivities (Wolf et al., 1996; Farley, 2000; Shuster and Farley, 2005). Ion beam measurements show a slight anisotropy, (Cherniak et al.,
2009). Measurements report barriers along [001] and normal to [001]. Calculated activation energies are along [001] and [110].

Bulk (isotropic) activation
energy (kJ/mol)

Activation energy along
[001] (kJ/mol)

Activation energy along [110]
(normal to [001] (kJ/mol)

This work – DFT – 84 104
Ion beam measurements (Cherniak
et al., 2009)

– 129 ± 12 117 ± 6

Step-wise heating measurements
(Shuster and Farley, 2005)

124 – –

Step-wise heating measurements
(Farley, 2000)

138 ± 2 – –

Step-wise heating measurements (Wolf
et al., 1996)

151 – –

(a) (b)

Fig. 4. (a) Computational activation barriers in zircon from this work and the literature. DFT work represented by solid markers, empirical
potential work represented by open markers. [A, filled diamonds] = this work, DFT; shifted to right for clarity. [B, filled circles] = DFT work
by Saadoune et al. (2009)). [C, open squares] = empirical potential work by Reich et al. (2007); shifted to left for clarity. [D, open
circles] = empirical potential work by Saadoune et al. (2009)); shifted to left for clarity. Along [100], there are two different barriers for He
mobility. IS2 is an octahedral-shaped interstitial site and IS3 is a smaller diamond-shaped interstitial site (geometry shown in Fig. 3 of
(Saadoune et al., 2009)). (b) Summary of the ranges of EA plotted in (a). IS2 and IS3 are two barriers along the same diffusion pathway. IS3
has the highest activation barrier and is the true barrier to mobility along [100], therefore IS2 is not shown in (b). EA values of apatite,
calculated with DFT (Tables 1 and 2), are plotted in (b) for comparison with zircon.
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200 kJ/mol depending on direction, but for apatite the var-
iation is only about 20 kJ/mol (Table 1). Along [001] EA in
apatite is clearly larger than in zircon (Fig. 4b).
3.2. Diffusivities

The diffusivities of He in apatite (Eqs. (1)–(3), Table 1)
as a function of temperature are:
D½0 0 1� ¼ 0:014 expð�84 kJ mol�1=RT Þ cm2=s ð4Þ

D½1 1 0� ¼ 0:024 expð�104 kJ mol�1=RT Þ cm2=s ð5Þ

In zircon, the diffusivities of He as a function of temper-
ature are:

D½0 0 1� ¼ 0:0039 expð�42 kJ mol�1=RT Þ cm2=s ð6Þ

D½1 0 0� ¼ 0:030 expð�255 kJ mol�1=RT Þ cm2=s ð7Þ
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Fig. 5. Diffusivity as a function of temperature for He in (a) apatite and (b) zircon. DFT results from this work in [001] (small dashed line)
and normal to [001] (large dashed line) are plotted with experimental ion beam measurements (solid lines, Cherniak 2009 (Cherniak et al.,
2009)).
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The above diffusivities are plotted in Fig. 5 for apatite
(a) and zircon (b). For apatite, the calculated diffusivities
are greater than the measured diffusivity (Cherniak et al.,
2009) by 1–3 orders of magnitude, depending on direction.
Diffusivity is anisotropic; diffusion for [001] is greater than
[110] by over an order of magnitude.

The calculated diffusivities for He diffusion in zircon
along the [001] are also greater than the measured diffusiv-
ities (Fig. 5b). Diffusivity is anisotropic in both calculations
and measuremens (Cherniak et al., 2009). The calculated
diffusivity along [001] is 10–20 order of magnitude greater
than along [100]; in contrast, measured diffusivities along
different directions only vary by less than 3 orders of mag-
nitude (Cherniak et al., 2009).

4. DISCUSSION

4.1. Comparison of computational results

For zircon, previous activation barrier calculations have
been calculated (Reich et al., 2007; Saadoune and de Lee-
uw, 2009; Saadoune et al., 2009) and are plotted with the
results from this study in Fig. 4a. Care must be taken when
comparing calculations performed with different methods.
Empirical potential methods and DFT solve completely dif-
ferent equations. As described in Section 2, DFT calcula-
tions solve an approximation of the Schrödinger equation
and are independent of experimental constraints. While
DFT calculations describe electronic interactions, classical
force-field methods only deal with the interactions of rigid
ions. Empirical potential methods (molecular statics or
classical force-fields or molecular-dynamics) are based on
solving Newton’s equations of motion; atomic interactions
are described by potentials that were fit to experimental or
quantum-mechanical data. Results can be biased depending
on the data used for fitting empirical potentials, and differ-
ent potentials can lead to very different results. The benefit
of empirical potential methods is that they are much faster
than DFT calculations, can handle a large number of
atoms, and allow for visualization of the diffusion process.
Additionally, molecular-dynamics simulations are run at
finite temperature and include the thermal motion of all
particles (diffusing and non-diffusing).

Overall, there is good agreement between this work and
the previous DFT study of zircon (Saadoune et al., 2009b).
One discrepancy is that EA along [001] from this work is
�20 kJ/mol higher than of Saadoune et al. (2009). Possible
explanations include different choices of the computational
parameters, such as the exchange–correlation approxima-
tion, and using the NEB method for calculating EA. The
latter explanation can be excluded because manually fixing
He positions along the diffusion path (Saadoune et al.,
2009b), as described in the methods section, yielded the
same EA as our EA calculated with the NEB method. Over-
all, the computational differences along [001] are not as sig-
nificant as the differences in EA along different
crystallographic directions.

The ideal zircon structure has two successive barriers to
He mobility along [100] between the two absolute minima,
one is an octahedral-shaped interstitial site (IS2), and the
other is a smaller diamond-shaped interstitial site (IS3).
EA is higher through IS3 than IS2, thus IS3 is the true bar-
rier (diffusion-limiting factor) to mobility along [100]. The
DFT calculations and the empirical potential methods for
zircon (Fig. 4a) show agreement along [001] and [100]
(through IS2), greater than 50 kJ/mol difference in [101],
and IS3 was not considered in (Reich et al., 2007). Along
[001] and [100] (through IS3), activation energies from
DFT calculations are slightly higher than results from
empirical potentials, suggesting empirical potentials do
not consider some of the essential interactions between
He and the atoms in the structure for diffusion. EA along
[001] and [100] (through IS2) are similar (Table 1,
Fig. 4a) because both of these interstitial sites have very
similar nearest-neighbor distances.

Despite small variations due to computational differ-
ences, the four computational studies in zircon converge
qualitatively to the same result (Fig. 4b): the energy barriers
are lowest along [001] (�0–50 kJ/mol), slightly higher
along [101] (�25–100 kJ/mol), and highest along [100]
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(�220–270 kJ/mol). Noticeably, EA is higher for apatite
than zircon, regardless of the computational method used
(Fig. 4b), resulting in smaller diffusivities. Currently there
are no other computational studies in apatite for
comparison.

4.2. Comparison of computational results to experimental

measurements

Clear trends and agreements emerge when the calcula-
tions are compared to experimental measurements. Diffu-
sivity in zircon is anisotropic with the highest values
along [001] (Fig. 5), consistent with the presence of open
channels along [001] (Fig. 1b). Diffusivitiy in apatite is sig-
nificantly less anisotropic than in zircon.

The largest differences between calculations and experi-
ments are that calculations result in a much higher degree
of anisotropy and significantly lower activation energies
than experimental measurements. In addition, the calcula-
tions indicate diffusion in ideal zircon to be greater (faster)
than in ideal apatite, contrary to experimental measure-
ments where He diffusion in apatite is faster than in zircon
(Fig. 5). In zircon, [001] (perpendicular to the page in
Fig. 1b) has open channels; however, apatite’s channels
along [001] (perpendicular to the page in Fig. 1a) are less
open, suggesting defect-free zircon has fewer structural bar-
riers to diffusion than apatite and should have greater diffu-
sivity. The calculated diffusivities in zircon along [001] are
greater than experimental measurements by over 5 orders
of mangitude. Diffusion varies by 10–20 orders of magni-
tude depending on direction, whereas the degree of anisot-
ropy in experiments is only 2–3 orders of magnitude
(Fig. 5b). The DFT method does not include the thermal
motion of atoms. Vibrating lattice atoms may act to hinder
diffusion along open channels and widen narrow openings
along other channels, effectively decreasing the anisotropy
of the diffusion rates, however the overall impact on trans-
port properties should be small. The task for future work is
to develop a force-field for empirical potential methods that
replicates the physical properties of He in fluroapatite and
the energetics of the He diffusion paths as derived from
our quantum mechanical calculations. Then, in such an
additional study, molecular dynamics simulations will
quantify the influence of thermal vibrations on the reduc-
tion the anisotropy of diffusion coefficients.

The higher activation barriers in experimental zircon
measurements are more likely explained by the presence
of radiation damage in natural samples. The differences be-
tween calculations and experiments along [001] suggest
natural zircon may have barriers to the mobility of He that
block some of the open channels in the ideal structure, a
claim also suggested by Farley (2007). Zircon often has do-
mains of radiation damage that accumulate as long the tem-
perature remains below the annealing temperature (Weber
et al., 1997; Ewing, 2001). This damage will create intersti-
tial barriers that can inhibit mobility of He along the [001]
channel and decrease anisotropy by removing barriers in
[100]. A recent computational study found that the addi-
tion of simple point defects to zircon slows diffusion along
[001] and speeds diffusion along [100] (Saadoune and de
Leeuw, 2009). Natural samples have a more complicated
defect structure than the simple defects considered in
Saadoune and de Leeuw (2009), and additional studies
are needed to fully characterize the role of radiation dam-
age on diffusion.

Typically, radiation-induced transformations cause the
change of an anisotropic material to an isotropic material
(Ewing et al., 2000). This effect is most evident in the re-
duced birefringence as a function of increasing dose (Cha-
koumakos et al., 1987; Palenik et al., 2003). Radiation
damage in zircon is remarkably persistent; in the absence
of elevated temperatures, most damage is preserved (Lump-
kin and Ewing, 1988). The radiation-damaged microstruc-
ture of natural zircons will vary widely depending on dose
and extent of thermally-activated annealing (Ewing et al.,
2000). It is plausible that natural zircon could have varying
levels of damage accumulation at elevated temperature
allowing cascades to recover or anneal causing fewer barri-
ers along [001], yielding diffusivities as high as those shown
in Fig. 5b.

The calculated values in Fig. 5 are the bounding diffusiv-
ity values for ideal, defect-free zircon. Values for measured
diffusivity in zircon are between the calculated values along
[001] and [100] (Fig. 5b). If He were to travel around an
area of radiation damage along [001], He would have to
diffuse along [101] or [100]. The high energy barriers along
[100] make that path unlikely. Therefore, He may either
travel around radiation damage, via [101], or through the
radiation damage.

Radiation damage in apatite anneals at lower tempera-
tures than in zircon. This has been well demonstrated by
systematic studies of ion beam damage in apatite, monazite
and zircon as a function of temperature (Fig. 8) (Weber
et al., 1998; Ewing, 1999). For all three phases, apatite,
monazite and zircon, the dose to cause damage or amorph-
ization is approximately the same. The variations are small
but caused by variations in atomic mass and the cross-sec-
tion for the ion–solid interaction. The critical point is that
the phases have very different recovery behaviors. Apatite
and monazite recover their crystallinity at much lower tem-
peratures. Zircon generally retains the damage because the
recovery is slower and does not occur until one reaches
higher temperatures. As a result, the damage that accumu-
lates due to alpha-decay events is more easily annealed in
apatite than in zircon; thus, apatite will have fewer remain-
ing defects and a less damaged structure (Weber et al., 1997;
Ewing, 2001). Because of the lower annealing temperature,
apatite is described as being more “resistant” to radiation
damage due to the efficiency of the recovery process (Chau-
mont et al., 2002). Because apatite will generally retain less
radiation damage than zircon, the calculated diffusivities
for ideal apatite are in better agreement with those mea-
sured for natural apatite. Still, a small amount of radiation
damage must be present in natural apatite, and this will re-
sult in lower He diffusion rates that are more isotropic as
compared with the calculated values. A recent study inves-
tigating the effect of radiation damage on He mobility
found that as the amount of damage increased, the activa-
tion barriers and closure temperatures increased as well,
hindering diffusion (Shuster and Farley, 2009). Models in



Fig. 6. Close-up of F-column in apatite. He diffusion along the
[001] F column is structurally and energetically the same along
channels 1 through 6. A hypothetical impurity is shown along the
[001] F-column (large gray circle) blocking channels 5 and 6.

Fig. 7. Calculated closure temperatures, Tc, as a function of
effective diffusion radius, a, plotted in comparison with results from
experimental ion beam measurements (Cherniak et al., 2009).
Closure temperatures are plotted for both assuming planar
geometry (upper bound, A = 8.7) and spherical geometry (lower
bound, A = 55) of the crystals.
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apatite have shown diffusion to be dependent on radiation
damage (Flowers et al., 2009) and He loss to be related to
annealing of radiation damage (Gautheron et al., 2009).
The key to understanding He loss in natural samples thus
depends on a clear knowledge of the damage microstruc-
ture, which will depend on the U- and Th-concentration,
the age of the sample and its thermal history.

Further research is necessary to characterize the role of
defects and impurities on He diffusion in apatite (analogous
to zircon (Saadoune and de Leeuw, 2009)). We offer the
following explanation for the observed and calculated diffu-
sion mechanisms. A single impurity along the [001] F-col-
umn may not hinder or significantly alter He diffusion. A
hypothetical impurity is shown in Fig. 6. He traveling along
channels 5 or 6 would be hindered by the impurity. How-
ever, the energy cost of He moving from column 6 to 1 or
5 to 4 would be minimal; He could switch to an unblocked
channel and continue traveling unimpeded. For an impurity
in apatite to significantly alter He diffusion rates, all six
channels of the F column must be blocked. The substitution
of a larger atom or group for F (such as Cl, hydroxide, or
carbonate groups) could reduce the interstitial space for He
in all channels on the [00 1] F column and decrease the He
diffusion rate.

In general, impurities along any channel will hinder He
transport, while vacancies will speed up He transport. For
rigorous simulations on the impact of defects on diffusion,
the apatite defect structure, variations of the defect structure
from sample to sample, and the size of the radiation damaged
areas will all need to be included in the calculations.

4.3. Calculation of closure temperatures

The closure temperature (Tc) can be used to constrain
the age of a mineral. Above the closure temperature,
daughter products of radioactive decay are lost from the
mineral; below the closure temperature they are retained
because the diffusion rate is so low that they are not re-
leased (Dodson, 1973). The ability of a mineral to retain
He depends on the kinetic barriers (EA, D0) within the min-
eral, the cooling rate, and the size and shape of the grain.
The closure temperature can be calculated from the Dodson
equation (Dodson, 1973; Cherniak et al., 2009)

T c ¼
EA=R

ln ART 2
c D0

a2EAdT=dt

� � ð8Þ

where EA (activation energy barrier) and D0 (diffusion pre-
factor) are from the calculations in this study (Table 1) and
R is the gas constant. A cooling rate (dT/dt) of 10 �C/Ma
(3.16888 � 10�13 K/s) was used (consistent with (Cherniak,
2000)). The correct geometric parameter (A) for anisotropic
systems is not known, therefore geometric parameters
(Dodson, 1973) of 55 (sphere, upper bound) and 8.7 (planar
sheet, lower bound) were both used to provide bounding
values. If two grains have exactly the same properties, but
one grain is larger than the other, Tc of He in the larger
grain will be higher because He has further to diffuse in or-
der to escape the grain. Since grain sizes can vary, Tc is plot-
ted as a function of size, a, in Fig. 7. If a mineral has a high
activation barrier (i.e., low diffusion constants or rates),
higher energy is required for He to overcome the energy
barrier, and Tc will be higher. Conversely, low energy acti-
vation barriers (i.e., higher diffusion constants or rates)
have a lower Tc because less energy is required to overcome
the energy barrier. Typical values for Tc are 100–200 �C for
zircon and 55–75 �C for apatite (Cherniak et al., 2009).

At A = 55 and a = 10�4, Tc in ideal apatite is �35 �C
(10 �C) in [001] ([110]). In ideal zircon, Tc is �150 �C
(380 �C) in [001] ([100]). In both apatite and zircon,
[001] has the lowest closure temperature (Fig. 7). Changing



Fig. 8. Amorphization as a function of temperature in apatite,
monazite and zircon. Results, obtained from ion irradiation, are
reproduced from Fig. 18 of Weber et al. (1998). Plot illustrates the
critical temperatures, the temperature at which damage anneals
and no damage accumulates, for each mineral.
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the geometric parameter for a given crystallographic direc-
tion will change Tc by at most 30 �C. The calculated Tc in
zircon is significantly lower in zircon than in apatite, due
to the larger diffusivities in ideal zircon as compared with
apatite. Conversely, in experimental measurements, Tc is
higher in zircon than apatite.

The extremely low closure temperatures that were calcu-
lated are due to the relatively low energy barriers. In ideal
zircon (calculation), He is retained between two relatively
low activation energy barriers, and the resulting Tc values
are very low. In natural zircon, He would be trapped be-
tween two defects, e.g., due to radiation damage, requiring
a higher temperature to cause the release of the He. In a re-
cent study, Tc was measured experimentally as a function of
increasing radiation damage, and it was found that Tc in-
creases with increasing damage (Shuster and Farley,
2009). Research on synthetic zircon samples with limited
radiation damage also found the synthetic zircon structure
has a significantly lower Tc than natural zircon structures
(Farley, 2007). Both support the hypothesis that an undam-
aged (ideal) structure would have a lower closure tempera-
ture than those observed in natural samples. Interestingly,
closure temperatures for synthetic zircon (Farley, 2007)
are lower than in natural samples but still significantly high-
er than Tc of ideal zircon in the calculations (Fig. 7). Syn-
thetic samples should have less radiation damage than
natural samples, the difference between synthetic and ideal
zircon could possibly also be due to crystallographic de-
fects, impurity substitutions, and lattice distortions.

5. CONCLUSIONS

In an ideal structure in which no defects are present,
such as those used in the DFT calculations: (i) the diffusiv-
ity of He is greater in zircon than apatite; (ii) the anisotropy
of the diffusivity is greater in zircon than apatite; (iii) zircon
has a lower closure temperature than apatite. Calculations
and measurements show better agreement for apatite than
zircon, consistent with experimental results that show that
zircon retains its radiation-induced microstructure to high-
er temperatures. Under most conditions, apatite will retain
less radiation damage than zircon.
The differences between the ideal and natural zircon and
apatite suggest that the diffusion kinetics and closure de-
pend on the radiation damage microstructure. Individual
recoil cascades are generally 5 nm in diameter and can eas-
ily result in interstitial defects that block fast paths for dif-
fusion. However, at very high doses, where recoil cascades
overlap, bulk volume changes may be large for zircon
(16%), and the He diffusivity may increase. Thus, the wide
variations in thermochronologic determinations are proba-
bly due to the different damage structures that result from
the complex interactions between accumulation damage
dose and thermal annealing.

The purpose of this study was not to match computa-
tional with experimental values; rather, computational simu-
lations were used to understand the role of structure on
variations in diffusivity in different structure-types and along
different crystallographic directions. Clear differences in dif-
fusivity of He for computed structures and natural samples
suggest natural samples are far from ideal in their structure,
probably the result of varying degrees of radiation damage.
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