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Chapter 1  Introduction

The following report summarizes the work performed in the project “Multi-Scale Multi-physics Methods Development for the Calculation of Hot-Spots in the NGNP”. The report is separated into sequence of Chapters describing work performed on each phase of the project as identified in the original Milestone Chart:

<table>
<thead>
<tr>
<th>Milestone</th>
<th>Duration</th>
<th>Start Date</th>
<th>End Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>I.1.1. Neutronic Models</td>
<td>65 days</td>
<td>10/5/2009</td>
<td>1/1/2010</td>
</tr>
<tr>
<td>I.1.1.b MCNP Models</td>
<td>30 days</td>
<td>11/9/2009</td>
<td>12/18/2009</td>
</tr>
<tr>
<td>I.1.2.a. CFD Models</td>
<td>70 days</td>
<td>1/4/2010</td>
<td>4/9/2010</td>
</tr>
<tr>
<td>I.1.2.b. Validation and Consistency Studies</td>
<td>45 days</td>
<td>4/12/2010</td>
<td>6/11/2010</td>
</tr>
<tr>
<td>I.2.1. PARCS methods for Prismatic Geometry</td>
<td>120 days</td>
<td>10/5/2009</td>
<td>3/19/2010</td>
</tr>
<tr>
<td>I.2.3. In-line Doppler Treatment</td>
<td>90 days</td>
<td>11/16/2009</td>
<td>3/19/2010</td>
</tr>
<tr>
<td>I.3.1. MCNP/CFD Interfacing</td>
<td>55 days</td>
<td>6/14/2010</td>
<td>8/27/2010</td>
</tr>
<tr>
<td>I.3.2. Coupled Calculations</td>
<td>75 days</td>
<td>8/30/2010</td>
<td>12/10/2010</td>
</tr>
<tr>
<td>Annual Report (Progress Report 4)</td>
<td>15 days</td>
<td>12/13/2010</td>
<td>12/31/2010</td>
</tr>
<tr>
<td>I.5.2. Thermo-fluids</td>
<td>35 days</td>
<td>7/4/2011</td>
<td>8/19/2011</td>
</tr>
<tr>
<td>II.  HTR Development</td>
<td>200 days</td>
<td>9/26/2011</td>
<td>6/29/2012</td>
</tr>
<tr>
<td>II.1. HTR Modeling</td>
<td>135 days</td>
<td>9/26/2011</td>
<td>3/30/2012</td>
</tr>
</tbody>
</table>
The next Chapter describes fundamental multiscale neutronics research which was performed during the first year on methods to describe the interface between higher order multigroup neutron transport and the lower order few neutron diffusion theory which is used in standard NGNP calculations. Because a higher order non-orthogonal deterministic transport method was not available, this work was first performed in Cartesian geometry and the results were then later applied to the general geometry of the NGNP using Monte Carlo methods.

The third chapter describes the multiphysics methods which were developed in the second phase of the projects to provide the framework for the application of the work to practical NGNP reactor analysis. Specifically, the theory and methods implemented in the network flow, high temperature gas reactor dynamics code AGREE is described, to include the parallel development of higher order Computational Fluids Dynamics and Heat Transfer models for the simulation of local fluids and heat transfer in the fuel block.

The fourth chapter describes the development of the multiscale neutronics methods for non-orthogonal geometries of the prismatic NGNP. Specifically, the methods are discussed in which Monte Carlo methods are used to predict of the local pin power based on the deterministic nodal solution. The final chapter provides an overall summary, conclusions, and suggestions for future work.
Chapter 2  Multiscale Neutronics Methods

The ability to accurately predict local pin powers in nuclear reactors is necessary to understand the mechanisms that cause fuel pin failure during steady state and transient operation. In the research here methods are developed to provide detailed higher order information locally with boundary conditions from a low order global solution. Several different core configurations were tested to determine the improvement in the local pin powers compared to the standard techniques which use diffusion theory and pin power reconstruction (PPR). Two different multiscale methods were developed and analyzed; the post-refinement multiscale method and the embedded multiscale method. The post-refinement multiscale methods use the global solution to determine boundary conditions for the local solution. The local solution is solved using either a fixed boundary source or an albedo boundary condition and the local solution is "post-refinement" and thus has no impact on the global solution. The embedded multiscale method allows the local solver to change the global solution to provide an improved global and local solution. The post-refinement multiscale method is assessed using three core designs. When the local solution has more energy groups the fixed source method has some issues near the interface; however the albedo method works well for all cases. In order to remedy the issue with boundary condition errors for the fixed source method, a buffer region is used to act as a filter which decreases the sensitivity of the solution to the boundary condition. Both the albedo and fixed source methods benefit from the use of a buffer region.

Unlike the post-refinement method, the embedded multiscale method alters the global solution. The ability to change the global solution allows for refinement in areas where the errors in the few groups nodal diffusion are typically large. The embedded method is shown to improve the global solution when it is applied to a MOX/LEU assembly interface, the fuel/reflector interface, and assemblies where control rods are inserted. The embedded method allows for multiple solution levels to be applied in a single calculation. The addition of intermediate levels to the solution improves the accuracy of the method. Both multiscale methods considered here have benefits and drawbacks but both can provide improvements over the current PPR methodology.

2.1 Introduction

The determination of the neutron flux distribution in nuclear reactors is crucial for both safety and economic reasons. The neutron flux is directly proportional to the power produced in the fuel. The ability to accurately predict the power distribution inside the core is important in determining the cooling requirements of the reactor during steady state operation and all hypothesized transients, including severe accidents. Economically, the ability to predict the pin power distribution will allow for better utilization of the fuel and decrease the probability of fuel
failures during overpower events. These requirements put a heavy burden on the codes responsible for predicting the neutron flux throughout the reactor.

Standard practice in the design and analysis of nuclear reactors is the use of nodal diffusion codes coupled to one dimensional thermal-fluid codes. Such coupled code systems have the ability to accurately predict the average assembly powers. Pin power reconstruction methods have been developed to modulate the pin power distribution for a single assembly lattice calculation onto the full core solution. The efficiency of nodal diffusion codes makes them ideal to evaluate the neutron flux during both operational and accident analysis. Unfortunately, the underlying assumptions of diffusion theory prevent a detailed power distribution to be known with sufficient accuracy for complex geometries or in challenging transient conditions. For this reason, interest in the development of advanced codes which are capable of solving the Boltzmann transport equation throughout the core has increased.

These full core transport solvers have the ability to obtain a detailed distribution of pin powers throughout the core but are very computationally intensive. Full core transport solvers generally require the use of a computer cluster in order to hold the full problem domain in memory and solve the flux distribution in a reasonable time. The ability to solve full core transport transient problems is even more computationally intensive, in some cases requiring weeks of wall time for a few seconds of computation.

An important advantage that full core transport solvers have over the standard nodal diffusion codes is the ability to more accurately describe the effects of neighboring assemblies. In nuclear reactors there are several locations where the effect of neighboring assemblies can introduce errors into the calculation: the fuel-reflector interface, the insertion of control rods, and the interface of different fuel types. In the standard few group nodal diffusion methods the homogenized cross sections are generated using an infinite medium neutron spectrum which can be very different from the conditions in a modern core which can have very different fuel types and compositions. A basic assumption of current methods is the validity of an asymptotic spectrum to generate homogeneous cross sections, which has become less valid in highly heterogeneous fuel loadings currently used in industry.

One of the most common locations where diffusion theory does not work well is the fuel-reflector interface. For assemblies facing the reflector, the assumption of an infinite assembly does not accurately describe the correct energy spectrum inside the assembly. The reflector allows for a large leakage of high energy neutrons and a source of thermal energy neutrons which cause fission. The ability to resolve this interface requires special treatment during modeling. The most common practice is to use a two assembly calculation which is comprised of the fuel assembly and a reflector region. In order to preserve the net current at the interface a discontinuity factor is defined. Although this methodology is practical and improves the calculation of the fuel-reflector interface, the method is not robust. Generally, this type of
calculation is only performed for a single fuel type with zero burnup, whereas, there are several fuel types that touch a boundary and the burnup associated with the peripheral fuel is also not uniform. Another very common location where diffusion theory introduces errors is in the vicinity of control rods. The introduction of control rods causes a very sharp drop in the thermal neutron flux. Although the core solution does a good job of approximating the worth of a control rod, the pin power distribution in neighboring regions can have significant errors. The ability to calculate the pin power around control rods accurately can be very important when predicting the fuel performance during events such as a control rod ejection. In this accident, the fuel pins facing the control rod can experience a higher deposition of energy than the assembly average. Finally, another common region where diffusion theory introduces errors is at the interface of unlike fuel types. With the interest in burning weapons grade Plutonium in nuclear reactors in recent years; interest has grown in the ability to load mixed oxide (MOX) fuel into operating nuclear reactors. The addition of these assemblies into the nuclear reactors creates a very heterogeneous system of standard low enriched Uranium (LEU) assembly and MOX assemblies. The computational issues with these simulations are the fact that the energy spectrum of an LEU assembly and a MOX assembly can be very different. The existence of Plutonium in the MOX assemblies adds a large absorption resonance below 1 eV which does not exist in standard LEU fuel. The LEU-MOX interface can be a significant source of error in nodal diffusion calculations and a special treatment must be used in order to minimize the errors in the standard homogenized nodal methods.

The error in few group nodal diffusion in each of the cases noted above is directly attributable to localized effects. The objective of this work is to increase the resolution of the solver locally where errors are introduced by the few group diffusion approximation but still utilize the nodal diffusion solver globally. This is achieved through two different methods. The first method is an a posteriori method where the global solution is used to determine the boundary conditions for a local problem. This method does not provide any feedback to the global solver and will be referred to as “one way coupling”. The second method is an embedded calculation where the global and local solutions are solved simultaneously to provide a consistent solution. The second method is much more consistent with traditional adaptive multiscale methods and will be referred to as “two way coupling”.

2.2 Background on Multiscale Neutronics Methods

Multiscale methods provide the framework to perform detailed calculation locally while still relying on a coarser solution globally. The essential idea behind the multiscale method is to decompose the solution into suitable scales; macro, meso, micro, etc. The objective of these scales is to increase fidelity where important physics is occurring or the mathematical model of the macroscale is insufficient to capture the full physics. The goal is to optimize the computational cost of the multiscale scheme with the cost of a detailed global solution.
The refinement of multiscale methods is performed adaptively and can be done either statically or dynamically. Static adaptive methods determine how to refine the grid using a predefined map, generally defined by the user. Dynamic adaptive methods, on the other hand, use criteria of the solution to determine if the grid should be refined. The criteria used can vary depending on the physics of interest. In principle, the two types of adaptive methods can be combined. In this case, the user would specify a location of interest and the rest of the domain would be refined dynamically. However, the focus of the work here is on static adaptive methods. The adaptive multiscale method relies on a hierarchy of grids and methods. The first level represents the global domain with the macro-scale method. As the grid level increases, the grid is restricted to smaller and smaller subdomains and the method also increases in fidelity. Figure 1.1 shows the composite grid. Level 1 contains a coarse representation of the global domain. Level 2 and 3 refine the grid and the method. The remainder of the coarse grid is depicted but the grayed out and is not used during the computation of the level. In addition to determining and defining the levels, it is necessary to define an iteration strategy between the levels. There are several iteration strategies for maneuvering between levels. The V cycle iteration is a basic iteration strategy which starts at level 1 and gradually increases the levels until the maximum number of levels is reached and then gradually reduces the level back to 1. This type of iteration scheme is repeated until all levels reach their convergence as shown in Figure 1.2. Another iteration scheme, the W cycle, strives to limit the number of calls to the higher
levels until the lower levels reach a certain convergence criteria. This iteration strategy is depicted in Figure 1.3.

![Figure 1.2 Traditional V-Cycle Iteration Strategy](image1)

![Figure 1.3 W-Cycle Iteration Strategy with Multiple Levels](image2)

**a. Neutron Transport Theory**

The steady-state neutron transport equation describes how neutrons stream, are lost through collision, and are born into six dimensional phase space as shown in equation 2.

$$
\Omega \cdot \nabla \psi (x, \Omega, E) + \Sigma_t (x, E) \psi (x, \Omega, E) = \frac{\chi(E)}{4\pi k} \int_{4\pi} \int_0^\infty \nu \Sigma_f (x, E') \psi (x, \Omega', E') dE' d\Omega'
$$

Eq. 2

$\psi$ is the angular neutron distribution in space (x), angle(\(\Omega\)), and energy (E). $\Sigma_x$ is the macroscopic cross-section of type “x” which is total (t), fission (f), or scattering (s). $\nu$ is the average number of neutrons generated per fission, $\chi(E)dE$ is the probability that fission neutrons are created in $dE$ about energy E. $k$ is the k-eigenvalue (multiplication factor) of the system. The
k-eigenvalue modifies the number of neutrons produced by each fission to preserve the global balance of neutrons. The transport equation is complicated by the energy dependent coefficients and cross-sections, as shown in Figure 2.1.

The complexities of the neutron transport equation make it very difficult to solve for full core problems. Several methods have been developed over the past decades to efficiently model standard reactor designs. Solutions of the transport equation can be broken up into two categories: deterministic and stochastic. Deterministic methods discretize each of the free variables introducing discretization error into the solution. Stochastic methods model the random nature of the transport equation and thus do not have discretization errors but instead introduce statistical errors.

Deterministic methods require the spatial, angular, and energy domain to be discretized. The spatial domain is generally broken into finite volumes in which the transport equation is solved. The exact method of treating the spatial variables differs between different methods. The angular variable is generally treated in two ways. The first method is to discretize the angle across the unit sphere. The second method is to solve for integral moments of the angular variable. Almost all deterministic methods are dependent on the multigroup method to treat the energy variable.

The multigroup method defines energy groups on which an average cross-section is defined for each group. The average cross-section is defined by preserving the reaction rate inside the energy group.

![Figure 2.1: $^{235}$U and $^{239}$Pu Total Cross-sections](image_url)
Generally another assumption is made that the angular flux is separable in energy and angle. This simplifies the definition of the multigroup cross-sections to only be a function of space.

\[ \Sigma_{x,g}(\mathbf{x}, \Omega) = \frac{\int_{E_g}^{E_{g-1}} \Sigma_x(\mathbf{x}, E) \psi(\mathbf{x}, \Omega, E) dE}{\psi_g(\mathbf{x}, \Omega)} \]

\[ \chi_g(\mathbf{x}) = \int_{E_g}^{E_{g-1}} \chi(\mathbf{x}, E) dE \]

These definitions yield the multigroup transport equation.

\[ \mathbf{\Omega} \cdot \nabla \psi_g(\mathbf{x}, \Omega) + \Sigma_{t,g}(\mathbf{x}) \psi_g(\mathbf{x}, \Omega) \]

\[ = \frac{2}{4\pi} \sum_{g' = 1}^{G} \nu \Sigma_{f,g'}(\mathbf{x}) \psi_{g'}(\mathbf{x}, \Omega', d\Omega') + \sum_{g' = 1}^{G} \int_{4\pi} \Sigma_{s,g' ightarrow g}(\mathbf{x}, \Omega', \Omega) \psi_{g'}(\mathbf{x}, \Omega', d\Omega') d\Omega' \]

The principal problem with the multigroup equations is the need to know the continuous energy flux to correctly weight the continuous energy cross-sections. Several methods have been proposed to calculate multigroup cross-sections but the two major methods are assume an analytic shape to the flux or calculate the point-wise continuous flux. Generally a combination of these two methods are used; analytic expressions where the flux solution is straightforward and well known and point wise continuous numerical solution in regions where the flux solution is non-trivial such as the resonance region. The numerical solutions are generally computed on a significantly reduced spatial domain which generally is zero or one dimensional in nature. Another common assumption is to rewrite the differential scattering cross-section as an infinite Legendre expansion.

\[ \psi_g(\mathbf{x}, \Omega) = \int_{E_g}^{E_{g-1}} \psi(\mathbf{x}, \Omega, E) dE \]

The differential scattering can normally be well approximated by truncating the infinite sum after the first or second moment. In this work isotropic scattering, \( P_0 \), will be assumed for simplicity. The resulting multigroup transport equation with isotropic scattering can be written as follows.
Φ is the scalar flux which is simply the angle integrated angular flux.

\[ \phi_g(x) = \int_{4\pi} \psi_g(x, \Omega) d\Omega \]

Nodal diffusion codes have been the workhorse of reactor design and analysis for the past several decades. The nodal diffusion method is dependent on the diffusion form of the transport equation.

b. Diffusion Theory

The diffusion equation derived from the \( P_n \) class of methods which expand moments of the angular flux using Legendre polynomials.

\[ \psi_g(x, \Omega) = \sum_{n=0}^{\infty} \frac{2n+1}{4\pi} P_n(\Omega) \phi_{g,n}(x) \]

The \( P_1 \) equation is obtained by taking the zeroth and first angular moment of the transport equation.

\[ \nabla \cdot J_g(x) + \Sigma_{t,g}(x) \phi_g(x) = \sum_{g' = 1}^{G} \left( \frac{\lambda_e}{k} \nu \Sigma_{f,g'}(x) + \Sigma_{s0,g'\rightarrow g}(x) \right) \phi_{g'}(x) \]

\[ \frac{1}{3} \nabla \phi_g(x) + \Sigma_{t,g}(x) J_g(x) = \sum_{g' = 1}^{G} \Sigma_{s1,g'\rightarrow g}(x) J_{g'}(x) \]

The \( P_1 \) equations are written solely in terms of the scalar flux \( \Phi \) and the net neutron current \( J \) which are defined as follows.

\[ \phi_g(x) = \int_{4\pi} \psi_g(x, \Omega) d\Omega \]

\[ J_g(x) = \int_{4\pi} \Omega \psi_g(x, \Omega) d\Omega \]

The diffusion equation and the \( P_1 \) equations differ in two ways. The first is that the time derivative of the current is assumed to be zero for the diffusion equation. Since only the steady
state equations are shown here, this approximation is exact. The second assumption made is that the anisotropic scattering term, \( s_1 \), can be simplified into a diagonal matrix. Since the scattering is assumed to be isotropic, this term is zero and this approximation becomes exact as well.

\[
\Sigma_{tr,g}(x) = (\Sigma_{t,g}(x) - \Sigma_{s1,g,g'}(x))
\]

The diffusion equation is obtained by solving equation (2.9b) for the current and substituting that into equation (2.9a).

\[
-\frac{1}{3} \nabla \cdot \Sigma_{tr,g}^{-1} \nabla \phi_g(x) + \Sigma_{t,g}(x) \phi_g(x)
\]

\[
= \frac{\chi_g}{k} \sum_{g'=1}^{G} \nu \Sigma_{f,g'}(x) \phi_{g'}(x) + \sum_{g'=1}^{G} \Sigma_{s0,g'\rightarrow g}(x) \phi_{g'}(x)
\]

Most nodal methods today are based on Equivalence theory proposed by Koebke [19] and extended to Generalized Equivalence theory by Smith [20]. Generalized Equivalence theory uses a three-step approach for determining the power distribution in the reactor. The first step is to generate the transport multigroup cross-section library using zero or one dimensional methods. The transport library is generally between 50 to 200 energy groups.

The second step is to perform a two-dimensional assembly-level calculation for each assembly type using the transport library. Using the solution of this model, the cross-sections are homogenized in space and used to generate a few group library which typically has 2-8 energy groups. Other parameters are also computed to enforce equivalence between the assembly and core level solutions. In many cases where thermal hydraulic feedback is required, the few group library is generated at different reference conditions (coolant density, fuel temperature, boron concentration, etc.).

In the third and final step, the nodal diffusion code uses the few group library to solve for the full core problem. The nodal diffusion code is normally coupled to one dimensional thermal hydraulic codes to provide the thermal hydraulic feedback in the core system.

**Assembly-level (Lattice) Computation**

The assembly-level computation relies on a code which is capable of solving the two dimensional transport equations. The single assembly model should accurately account for all of the geometric complexities in the lattice and have a fine enough spatial mesh to accurately resolve the angular flux distribution in the assembly. Several methods have been used to solve the assembly-level problem, many of which are discussed in the Transport Methods section.
Homogenization and Discontinuity Factors

The spatial and energy flux distribution obtained from the assembly-level calculation is used to generate assembly homogenized few group cross-sections. The cross-sections are collapsed to preserve the average reaction rates.

\[
\bar{\Sigma}_{x,g} = \frac{\int \sum_{h \in g} \Sigma_{x,h}(\mathbf{x}) \phi_h(\mathbf{x}) dV}{\int \sum_{h \in g} \phi_h(\mathbf{x}) dV}
\]

where \( h \) is the fine group energy and \( g \) is the coarse group energy. The methodology to homogenize the transport cross-section is not as clear. Several methods have been proposed to homogenize the transport cross-section including flux weighting, inverse flux weighting, and current weighting. It has been found that flux weighting in space and inverse flux weighting in energy works best for reactor analysis.

Generalized Equivalence Theory provides an extra degree of freedom to match the assembly-level solution. This degree of freedom is captured in discontinuity factors. The discontinuity factor accounts for the loss of spatial resolution at the interface during homogenization. Multiple discontinuity factors can be specified depending on the number of free variables the nodal method can accept. Side discontinuity factors specify the ratio of the surface flux calculated by the assembly-level calculation and the surface flux predicted by the nodal method.

\[
SDF_{g,f} = \frac{\phi_{\text{Transport}}}{\phi_{\text{Diffusion}}}
\]

SDF is the side discontinuity factor, \( g \) is the few energy groups, and \( f \) is the surface. Other nodal methods can also utilize corner discontinuity factors which are the ratio of the point flux calculated by the assembly-level calculation and what the nodal method predicts.

\[
CDF_{g,c} = \frac{\phi_{\text{Transport}}}{\phi_{\text{Diffusion}}}
\]

CDF is the corner discontinuity factor and \( c \) represents the corner in which the flux is calculated.
The last piece of information that is extracted from the assembly-level calculation is the group-wise pin power form function (GFF). The GFF allows the pin powers to be reconstructed in the entire core.

\[
P_{i,j} = \sum_{g=1}^{G} GFF_{g,i,j} \Phi_{g,i,j}
\]

GFF_{g,i,j} is the group form function for group g and pin position i, j and \( \Phi_{g,i,j} \) is the reconstructed scalar flux from the homogeneous diffusion solution of the lattice. The GFF is computed by taking the ratio of the power generated by group g as calculated using the assembly level calculation to the average pin flux as calculated by an equivalent diffusion model.

\[
GFF_{g,i,j} = \frac{\kappa \sum_{f,i,j} \phi^{\text{Transport}}_{f,i,j}}{\phi^{\text{Diffusion}}_{g,i,j}}
\]

c. Core-level Computation

Once the lattice physics code generates all the parameters needed, a core wide computation can be performed. The core computation starts with the spatial discretization of the core. In the radial direction the assembly size is typically used. In the axial direction a grid is typically set to 10-20 cm. There are two common solutions to the core wide diffusion problem. The first is to use the diffusion equation and apply a fine mesh finite difference method. This requires a further internal discretization of each assembly which is typically made on a pin size level. The differential equation is then discretized using the finite difference approximation to solve the full core system.

A second method that is commonly used is a transverse leakage method. These methods convert the three dimensional differential equation into three one dimensional differential equations coupled through a transverse leakage term.

\[
-D \frac{d^2 \phi(x_i)}{dx_i^2} + \Sigma_i \phi(x_i) = Q(x_i) - L(x_i)
\]

\[
L(x_i) = l_0 + l_1 P_1(x_i) + l_2 P_2(x_i)
\]
Where L (xi) is the transverse leakage sink and Pn (xi) is a function which defines the distribution of the leakage inside the node. Typically the transverse leakage if found by interpolating a shape function using the node average leakage of the current node and the neighboring nodes. Once the solution is cast into a one dimensional differential equation, the solution possibilities become much simpler. The first option is to expand the nodal flux and source using a polynomial basis set and solve for the node balance constraints (continuity of surface flux and current) as well as spatial moments of the differential equation. This method is known as the Nodal Expansion Method (NEM).

The second option is to solve for the analytic solution of the nodal flux (ANM). With one energy group, this solution is trivial, unfortunately for reactor problems a minimum of two groups is needed. For two group problems methods have been developed which use a spectral decomposition of the coupled differential equations to solve the groups simultaneously. For more energy groups, the spectral decomposition method is not as easy to derive. In this case, the system of equations can be written in such a way that solution becomes a matrix exponential. The matrix exponential can be solved using a variety of methods but can easily become ill-conditioned and can be difficult to implement boundary conditions.

The last option, bridges the gap between the NEM and ANM. This method solves the analytic solution to the differential equation in which the source is expanded using a polynomial. This method is known as the Semi-Analytic Nodal Method (SANM).

The group coupling is effectively removed from the analytic solution so groups do not need to be solved simultaneously. Once the analytic form of the flux is found, it is recast into a polynomial to update the source term. This method has advantages over the other two because the solution resembles the analytic result, reduces overshots and undershoots from a pure polynomial method, and can be expanded to use an arbitrary number of groups. The main downside is the complication of implementation because the projection equations from analytic to polynomial can become quite complex.

All of the methods discussed above can be implemented with surface discontinuity factors. In some cases the corner discontinuity factors will be used in the calculation of the pin powers. The core calculation can produce very accurate results if the cross-sections and discontinuity factors are generated correctly.

**Nodal Fine Mesh Finite Difference**

The fine mesh finite difference method is a common computational method that is used for many numerical solutions to partial differential equations. The methodology is well known for classical diffusion equations and is very similar for neutron transport. Like the classical
solutions the node average flux is assumed to be the centroid flux and the derivative of the flux needed to determine the neutron current is calculated using the first two terms of the Taylor expansion. There are two main differences in neutron diffusion theory that differ from classical diffusion problems (such as heat conduction). The first difference is the presence of the collision operator in the neutron diffusion equation. The second difference is the use of discontinuity factors at the assembly interface.

Fine Mesh Finite Difference Formulation

The FMFD method starts by integrating the diffusion equation over a rectangular region. The neutron current at the surface of each face is balanced by the neutron source minus collision losses in each node.

\[
\sum_{f=n,e,s,w} (J \cdot A)_f + \Sigma P_t \phi_P V = \sum_{g'=1}^G \Sigma P_{s,g'\rightarrow g} \phi_{P,g'} V + \frac{\chi_{P,g}}{k} \sum_{g'=1}^G \nu \Sigma P_{f,g'} \phi_{P,g'} V
\]

The flow of neutrons at the surfaces is written in two different equations describing how neutrons flow from the node average values to the surface, then from the surface to the neighboring node. At the interface the discontinuity factor is applied.

\[
J_e = D_P \frac{\phi_P - \phi_{P,e}}{0.5 h_P}
\]

\[
J_e = D_E \frac{\phi_{E,w} - \phi_E}{0.5 h_E}
\]

\[
f_{P,e} \phi_{P,e} = f_{E,w} \phi_{E,w}
\]

These three constraints are applied to construct the net current at the interface as a linear combination of the centroid value and the centroid of the neighboring cell.
For the problems considered in this work the fine mesh is defined using the pin cell geometry but the side discontinuity factors are only defined on the assembly level. In order to account for the difference in locations where the discontinuity factors are defined, the discontinuity factors are assumed to be unity for interior faces of the assembly and adopt the assembly surface discontinuity factor for external faces of the assembly. The corner discontinuity factors are not utilized in this method. Lastly the group form functions which allow for the pin powers to be reconstructed from the homogenized solution simply uses the node average flux which have been defined to be the average flux over the pin cell by nature of the FMFD method.

The last issue that must be addressed is the application of the boundary conditions of the global system. Generally the boundary condition specified is an albedo boundary. For most diffusion codes the albedo is defined slightly different than the methodology described in the previous chapter. Instead the $\alpha$ albedo is defined as the ratio of the net current and the surface flux for each energy group.

$$\alpha_g = \frac{J_{g,s} \cdot n}{\phi_{g,s}}$$

The definition of the albedo is substituted into the FMFD definition of the current to obtain a relationship between the boundary current and the node average flux.

$$J_e = D_P \frac{\phi_P - \phi_{P,e}}{0.5 h_P}$$

$$J_e = \alpha_e f_{P,e} \phi_{P,e}$$

$$J_e = \frac{2\alpha_e D_P f_{P,e} \phi_P}{2D_p + \alpha_e f_{P,e} h_P}$$

**Source Iteration**

Now that the diffusion equation is discretized and written in terms of the the average nodal flux and the average flux of the neighboring assemblies, the system of equations can be complied in matrix form. The matrix is of dimension $N_{nodeG} \times N_{nodeG}$ and can be written in operator form as follows.
Where $D$ contains a matrix relating all of the streaming terms, $T$ is a diagonal matrix containing the total cross-section of each node and group, $S$ is a block diagonal matrix containing the scattering matrix of each node, $F$ is the fission operator which defines the fission source in each node, and $\lambda$ is the inverse of the multiplication factor. The final form of the operator form of the diffusion equation is an eigenvalue problem. Since the fundamental mode (largest multiplication factor) is the desired quantity for steady-state core analysis, the inverse power method is used to calculate the eigenvalue/eigenvector pair.

$$M\phi^{k+1} = \lambda^{k} F\phi^{k}$$

$$\lambda^{k+1} = \frac{||F\phi^{k+1}||}{||F\phi^{k}||}$$

Since $\Phi^{k}$ is known at the beginning of the $k + 1$ iteration, equation (2.25a) is of the following form.

$$Ax = b$$
This equation can be solved using a direct linear equation solver such as Gaussian elimination, an iterative solver such as Gauss-Siedel or Jacobi methods, or using a Krylov subspace method such as GMRES or BiCGstab. Several solvers were implemented in the code developed and various methods were tested to determine the best results. Ultimately the GMRES solver was determined to be the most efficient but the direct solver was determined to be the most stable.

**Wielandt Shift Acceleration**

The source iteration method is known to be slowly converging for cases with dominance ratios (the ratio of the largest k to the second largest k) close to 1. One method that can accelerate the convergence of the source iteration is to shift part of the fission source to the left hand side of the equation.

\[
(M - \lambda_{\text{shift}}F) \phi = (\lambda - \lambda_{\text{shift}}) F \phi
\]

\(\lambda_{\text{shift}}\) is the amount of the fission source that is moved to the left hand side of the equation and the inverse power method is applied to the shifted system. Care must be taken when choosing the value of \(\lambda_{\text{shift}}\). Since the inverse power method finds the eigenvalue closest to zero it is possible to overshift the system and converge to an eigenvalue which does not represent the fundamental mode. One method to specify \(\lambda_{\text{shift}}\) is to fix the value to be \(1/k_{\text{max}}\) where \(k_{\text{max}}\) is the maximum multiplication factor that is possible (3 is the default \(k_{\text{max}}\) used because it represents the average number of neutrons born per fission). Another method to specify \(\lambda_{\text{shift}}\) is to allow the user to input a fixed value for the shifted eigenvalue. The last method changes the shifted eigenvalue as the solution iterates to obtain an optimum shift.

This is obtained by using the current estimate of the eigenvalue and the change in the eigenvalue between successive iterations.

\[
\lambda_{\text{shift}}^{k+1} = \alpha_0 \lambda^k - \alpha_1 |\lambda^k - \lambda^{k-1}|
\]

\(\alpha_0\) is a constant less than 1 which does not allow the full eigenvalue to be shifted otherwise the matrix would become singular at convergence and \(\alpha_1\) is a constant which scales the error to prevent overshift during the iteration. The values used in this work are \(\alpha_0 = 0.95\) and \(\alpha_1 = 5\).

**Transport Methods**

Limitations of nodal diffusion methods along with considerable advancements in computing technology are two of the main reasons that transport methods have found their way into reactor design and analysis. There are several classes of methods to solve the transport equation. This discussion will focus on a few of the major methods used to solve the full core
transport equation. One of the most popular methods for solving full core transport is the discrete ordinates method (SN). The SN method assumes that the angular flux can be discretized into discrete angles each with a corresponding weight. These angles are defined by a quadrature set. The quadrature set for 1-D problems are almost universally the Gauss-Legendre sets but in 3-D problems there are many proposed quadrature sets. One of the most common quadrature sets for 3-D problems is the Level-Symmetric quadrature set. The other common method for solving the full core transport problem is the Method of Characteristics, MOC. In this method characteristic paths of flight are drawn across the domain with a user specified spatial and angular discretization.

The transport equation is then integrated across these characteristic directions. The computational burden for the application of 3-D MOC methods to core problems is generally prohibitive for full core calculations. Approximate "2D-1D" methods have been developed [21] that are based on the assumption that the solution is separable in the radial and axial direction. The MOC equations are solved for each radial slice of the reactor and are coupled by a nodal diffusion solver in the axial direction. Other methods have been developed which model the axial direction using a one dimensional SN solver.

Method of Characteristics

The Method of Characteristics is a solution to the transport equation in which rays are drawn across the global geometry in discrete angles and the transport equation is integrated along those rays.

Governing Equations

The MOC equations begin with the Boltzmann transport equation with isotropic scattering.

$$\Omega \cdot \nabla \psi (x, \Omega, E) + \Sigma_t (x, E) \psi (x, \Omega, E)$$

$$= \frac{\chi (E)}{4\pi k} \int \int \nu \Sigma_f (x, E') \psi (x, \Omega', E') dE' d\Omega'$$

$$+ \frac{1}{4\pi} \int \int \Sigma_{s0} (x, E' \rightarrow E) \psi (x, \Omega', E') dE' d\Omega'$$

Or

$$\Omega \cdot \nabla \psi (x, \Omega, E) + \Sigma_t (x, E') \psi (x, \Omega, E) = \frac{Q (x, E)}{4\pi}$$
where Q is the isotropic fission and scattering source for position x and energy E. In order to obtain a solution along the ray, the angular coordinate system is recast in the direction of the ray.

\[
\psi (x, \Omega, E) = \psi (x_m, 0 + s \Omega_m, E)
\]

\[
\Omega \cdot \nabla \psi (x, \Omega, E) = \frac{d}{ds} \psi (x_m, 0 + s \Omega_m, E)
\]

Using this definition the transport can be written in direction m as follows.

\[
\frac{d}{ds} \psi (x_m, 0 + s \Omega_m, E) + \Sigma_t (x_m, 0 + s \Omega_m, E) \psi (x_m, 0 + s \Omega_m, E) = \frac{Q (x_m, 0 + s \Omega_m, E)}{4\pi}
\]

The ordinary differential equation (2.32) has a solution which is shown below.

\[
\psi (x_m, 0 + s \Omega_m, E) = \psi (x_m, 0, E) \exp \left( - \int_0^s \Sigma_t (x_m, 0 + s' \Omega_m, E) ds' \right)
\]

\[
+ \frac{1}{4\pi} \int_0^s Q (x_m, 0 + s' \Omega_m, E) \exp \left( - \int_{s'}^s \Sigma_t (x_m, 0 + s'' \Omega_m, E) ds'' \right) ds'
\]

Thus far the integral along a single ray with an arbitrary angle has been discussed. In reality the solution is solved for a discrete number of angles. The angle is discretized using a product quadrature set, meaning that the polar and azimuthal angles are chosen separately and then combined. The azimuthal angles are chosen so that 4M angles are represented between 0 and 2\pi and the polar angles are chosen such that 2L angles between -1 and 1. Weights are assigned to each angle such that the following relationship holds.

\[
\int_{4\pi} \psi (x, \Omega, E) d\Omega \approx \sum_{l=1}^{2L} \omega_l \sum_{m=1}^{4M} \omega_m \psi_{m,l} (x, E)
\]

Equation (2.33) is an exact representation of the transport equation along a line in direction \( \Omega_{m,l} \). Two major assumptions will now be applied to this equation in order to obtain the final form. The first assumption is that the domain is two dimensional and infinite in the axial direction. This simplification can allow the rays to be based in a plane with a correction for the azimuthal dependence of the flux.
where $\varphi_l$ is the polar angle.

The second assumption is that the ray is traced across a discrete geometry where inside a computational node, the cross-sections and the neutron source are constant. This assumption allows the integral over the entire ray to be broken up into segments where the outgoing angular flux is an algebraic expression instead of an integral expression.

$$
\psi(x_{m,0} + s\Omega_m, \varphi_l, E) = \psi(x_{m,0}, \varphi_l, E) \exp \left( -\frac{\int_0^s \Sigma_t(x_{m,0} + s'\Omega_m, E) \, ds'}{\sin \varphi_l} \right) + \frac{1}{4\pi} \int_0^s Q(x_{m,0} + s'\Omega_m, E) \exp \left( -\frac{\int_0^s \Sigma_t(x_{m,0} + s''\Omega_m, E) \, ds''}{\sin \varphi_l} \right) \, ds'
$$

$r$ denotes a specific ray inside a at source, at cross-section node $R$. The incoming flux is determined by the boundary condition for nodes on the boundary or the outgoing angular flux from the previous region which is determined by evaluating equation (2.36) at the length of cell $r$, $s_{m;r}$.

$$
\psi_{m,l,r}^{\text{out}}(E) = \psi(x_{m,0} + s_{m,r}\Omega_m, \varphi_l, E) = \psi_{m,l,r}(E) \exp \left( -\frac{\Sigma_{t,r}(E) s_{m,r}}{\sin \varphi_l} \right) + \frac{Q_R(E)}{4\pi \Sigma_{t,r}(E)} \left( 1 - \exp \left( -\frac{\Sigma_{t,r}(E) s_{m,r}}{\sin \varphi_l} \right) \right)
$$

The average angular flux along a ray segment can be found by integrating equation (2.36) from 0 to $s_{m,r}$, the length of the cell, and dividing by the length of the cell.
So far one a single ray has been considered but in reality, several parallel rays are traced across the domain. The rays are laid out across the domain in each azimuthal direction with spacing $\Delta m$. In order to obtain the average angular flux in a region $R$, the average flux of each ray is weighted by the volume that ray occupies.

$$\bar{\psi}_{m,l,r} (E, \varphi) = \frac{\int_0^{s_{m,r}} \psi (x_{m,r,0} + s' \Omega_{m,l}, \varphi, E) \, ds'}{s_{m,r}}$$

$$\bar{\psi}_{m,l,r} (E) = \frac{\psi_{m,l,r}^{in} (E) - \psi_{m,l,r}^{out} (E)}{\Sigma t, r (E) s_{m,r}} + \frac{Q_R (E)}{4\pi \Sigma t, r (E)}$$

The node average angular flux is used to calculate the node average scalar flux by using the angular weights described in equation (2.34).

$$\bar{\phi}_R (E) = 2 \sum_{l=1}^{L} \omega_l \sum_{m=1}^{4M} \omega_m \bar{\psi}_{m,l,R} (E)$$

Since the problem is two dimensional, only half of the polar angles need to be simulated and the weight is modified to account for the symmetry. The final step is to apply the multigroup method.

$$\bar{\psi}_{g,m,l,r} = \frac{\psi_{g,m,l,r}^{in} - \psi_{g,m,l,r}^{out}}{\Sigma t,g,r s_{m,r}} + \frac{Q_{g,R}}{4\pi \Sigma t,g,r}$$
The last remaining issue is to use the scalar flux in each group and region to determine the neutron source $Q_{g,R}$.

\[
\bar{\psi}_{g,m,l,R} = \frac{\sum_{r \in R} \bar{\psi}_{g,m,l,r} \Delta_m s_{m,r}}{\sum_{r \in R} \Delta_m s_{m,r}}
\]

\[
\bar{\phi}_{g,R} = 2 \sum_{l=1}^{L} \omega_l \sum_{m=1}^{AM} \omega_m \bar{\psi}_{g,m,l,R}
\]

**Ray Tracing**

So far we have assumed that the lengths of the rays, $s_{m,r}$, are known. Generation of all the ray segments for the whole core geometry requires enormous computational memory and programming effort. To avoid this problem, the ray segments are generated only for each cell type, and the rays defined for each cell are linked to the rays of the adjacent cells through path linking. For path linking, each ray must align itself exactly with its reflective counterpart at the cell boundary. To meet this condition, the ray spacing and azimuthal angle are adjusted from the evenly spaced initial angles and uniform ray spacing determined by the input parameters.
For PWR cores, the pin is normally the smallest repeated structure and is used as the cell. In a BWR the assembly is the smallest repeated structure and is used as the cell. Since only PWR cores are considered in this work, the pin is always used as the cell.

The pin cell is broken into 8 azimuthal segments and the user defines an arbitrary number of concentric circles located at the center of the pin cell. Each pin type is traced for each modular ray and direction to obtain the lengths inside the pin. The link between the incoming and outgoing ray is also stored in order to easily construct the path linking between neighboring pins. Once each pin type has been traced, the global rays are constructed using path linking. Instead of storing all of the structure inside a global ray, only the local pin index and the local ray index are stored for each part of the ray, greatly reducing the global storage requirements. As the global rays are traced in the MOC subroutine, the local ray information is recovered.

Another inherent problem with discrete rays is that the volume that the rays represent is not equivalent to the cell volume. Each ray represents a beam of neutrons that is rectangular. In curve-linear geometry, these rectangles do not accurately match the true geometry. Therefore the ray lengths are adjusted to conserve the total volume of each region. This is done by simply adjusting the lengths, \( \Delta m \), to preserve the total volume in region \( R \).
The corrected lengths are used for both the MOC ray sweeping routine and the calculation of the region average angular flux.

**Source Iteration**

The source iteration for the MOC calculation is slightly different than the diffusion equation because the scattering source is dependent on the angular flux from other angles. The number of free variables in MOC makes it difficult to set up into a matrix form. Two iteration loops are used in order to converge the scattering source and the fission source. The outer most loop is the typical fission source iteration power method described for the FMFD case. Since the equations are not in matrix form, the application of Wielandt shift acceleration is not practical. An inner iteration loop is performed to converge the scattering source with a fixed fission source. It should be noted that the power method requires that the fission source does not change during a power iteration. Inside the inner loop, all rays inside each angle are swept from beginning to end. To minimize memory access, the ray is also swept in the reverse direction in the inner most loop.

**d. Stochastic Methods**

The Monte Carlo method is a stochastic method for solving the transport equation by simulating individual neutrons and computing a solution based on statistical averages. The Monte Carlo method is advantageous because there is no discretization error introduced in space, energy, or angle. Therefore the error encountered in the solution is purely statistical. The neutrons are simulated from their birth into the system and pseudo-random numbers are used to sample probability distribution functions to determine if, a reaction occurs, the type of reaction, and the secondary energy and angle of the particle. This process is repeated for millions of neutrons in the system.

The statistical error in these calculations follows the Central Limit Theorem if \(N \gg 1\).

\[
\epsilon \approx \frac{C}{\sqrt{N}}
\]

Therefore the statistical error decreases in inverse proportion, “inversely proportional”, to the square root of the number of particles simulated.
Coarse Mesh Finite Difference Acceleration

The Coarse Mesh Finite Difference method is an acceleration technique that takes advantage of efficiency of the power method with Wielandt shift in the diffusion solver. CMFD uses the standard definition of node balance from the FMFD solution but a nonlinear correction factor is added to the current term at each nodes surface to account for the deficiencies of the diffusion method.

\[ J_e = \frac{2D_P D_E (f_{P,E} \phi_P - f_{E,w} \phi_E)}{D_E f_{P,E} h_P + D_P f_{E,w} h_E} + \hat{D}_e (\phi_P + \phi_E) \]

The nonlinear correction factor \( \hat{D} \) is defined using the surface current from the MOC calculation.

\[ \hat{D}_e = \frac{J_e^{MOC} - 2D_P D_E (f_{P,E} \phi_P - f_{E,w} \phi_E)}{D_E f_{P,E} h_P + D_P f_{E,w} h_E} \]

The goal of the CMFD system is to limit the number of times the MOC sweep algorithm is called. To do this efficiently several layers of CMFD can be used in series that target different aspects of the global solution. The layers of the iteration scheme are broken down into three main levels: few group CMFD, multigroup CMFD, and MOC sweeping.

e. CMFD Acceleration

The few group CMFD is the lowest level of the acceleration method. The goal of this level is to contain the entire system into one matrix. In this work two group pin wise regions are selected as the computational grid. Two groups are sufficient to accurately couple the thermal and fast energy groups and allow for a quick and efficient solution of the global system.

When various layers are used, it is useful to limit the implementation of the power method to a single level of the method. The power method is implemented to the few group CMFD level because it allows for Wielandt shift to be implemented. The few group CMFD level determines the eigenvalue of the system and the spatial distribution of the fission source. The remaining levels use the fission source defined by the few group CMFD.
The multigroup CMFD solver uses the same number of energy groups as the MOC solution and pin wise spatial regions. Because the number of energy groups can be very large, it is impractical to store the entire multigroup CMFD system into a single matrix. Therefore the multigroup CMFD method will be solved group wise starting from the highest energy group and sweeping downward and a second iteration is performed over all groups that have upscattering sources.

**CMFD Iteration Scheme**

The global CMFD iteration scheme is based on a V-cycle iteration. The few group CMFD first solves for the eigenvalue with cross-sections homogenized based on a uniform global flux and the nonlinear correction factors are assumed to be zero. This gives a very good initial condition for the fission source. Then the multigroup CMFD system is solved to resolve the global spectral effects. This is followed by the first MOC sweep. Once the MOC sweep is complete, the pin average cross-sections, fluxes, and surface currents are determined and nonlinear correction factors are determined for the multigroup CMFD. The multigroup CMFD is solved again and the solution is reduced to the few group CMFD. This method is repeated until the fission source stops changing, the eigenvalue is converged, and the residual in the multigroup residual is less than a given tolerance.

**2.3 Implementation of Multiscale Neutronics Method**

**Boundary Response Function**

The interface between level l and level l-1 requires a method to determine the boundary conditions for the local solution. The boundary response function relates the incoming angular flux to the outgoing angular flux. In this analysis the local domain is considered convex so that neutrons leaving the local system must interact with the surrounding medium to return into the local domain. The assumption of domain convexity is consistent with practical problems that will be solved in this work.

\[
\psi(x, \Omega, E) = \int_0^\infty \int_{\Omega' \cdot n < 0} \int_{\delta R} A(k_{eff}, x' \rightarrow x, \Omega' \rightarrow \Omega, E' \rightarrow E) \psi(x', \Omega', E') \, dx' \, d\Omega' \, dE'
\]

\[x \in \delta R, \quad \Omega \cdot n > 0, \quad 0 < E < \infty\]

A is the boundary response function which describes the relationship between the outgoing angular flux and the incoming angular flux at all points on the surface \(\delta R\), all energies \(E\), and angle \(\Omega\). If the boundary response function is known the reduced domain transport problem can be
run without approximation. Unfortunately, the computational demand required to calculate the response function is significantly greater than calculating the full domain with the transport solver. Approximate response functions are constructed to preserve the level l-1 solution but also model as much physics as possible. Various levels of approximation are introduced in this work with increasing levels of complexity.

The simplest method for approximating the boundary function is to preserve the level l-1 solution but assume the distribution is at across the level l-1 mesh. In space the response function is simply a delta function on the surface. A neutron leaving the local boundary is assumed to reenter at the identical point in space. In angle the incoming angular flux is assume to be isotropic but the net current across the surface is preserved, which is equivalent to the double P0 or DP0 assumption. In energy the multigroup global solution is assumed to be a histogram in energy. Since the multigroup angular flux is an integral parameter in energy, the magnitude of the angular flux must be divided by the width of the multigroup bin. Using these three approximations, the local solution boundary equation can be written as follows.

$$\psi (x, \Omega, E) \approx \frac{\phi_g (x) + 2n \cdot J_g (x)}{4\pi (E_{g-1} - E_g)} \quad x \in \delta R, \quad \Omega \cdot n > 0, \quad E_g < E < E_{g-1}$$

If the local solver is also a multigroup method with H energy groups, the response function can be written as follows.

$$\psi_h (x, \Omega) = \frac{\phi_g (x) + 2n \cdot J_g (x)}{4\pi} \frac{E_{h-1} - E_h}{E_{g-1} - E_g} \quad x \in \delta R, \quad \Omega \cdot n > 0, \quad E_h \in E_g$$

This equation assumes that the coarse energy group structure is aligned with the fine energy group structure. The remaining approximations discussed here focus on improving the three variable: space, angle, and energy. The approximations in each variable can generally be paired together to generate a response function that has the desired level of detail.

An improvement to the DP0 approximation in angle is to use the P1 approximation where the angular flux is a linear function of angle. This is the natural form of the diffusion equation which is likely to be the global solver. The form of the response equation is very similar to the DP0 but is also a function of incoming angle.

$$\psi (x, \Omega, E) \approx \frac{\phi_g (x) + 3\Omega \cdot J_g (x)}{4\pi (E_{g-1} - E_g)} \quad x \in \delta R, \quad \Omega \cdot n > 0, \quad E_g < E < E_{g-1}$$
Another improvement that can be made is to use the lattice calculation to determine predefined angular shape factors which describe the ratio of the incoming angular flux and the partial incoming current. Although this method gives a much more accurate description of the angular flux shape, it also requires a significant amount of data to be saved in the lattice calculation.

\[
\psi(x, \Omega, E) \approx \frac{\phi_g(x) + 2n \cdot J_g(x) f(\Omega \cdot n)}{4\pi (E_{g-1} - E_g)} \quad x \in \delta R, \quad \Omega \cdot n > 0, \quad E_g < E < E_{g-1}
\]

So far the response function has not been a function of the outgoing angular flux. In the next method, the shape of the incoming flux is influenced by the outgoing flux. The simplest method is to reflect the outgoing flux back into the domain and scale the magnitude to preserve the partial currents obtained from the global solution.

\[
\psi(x, \Omega, E) = \frac{\phi_g(x) + 2n \cdot J_g(x) \psi_g(x, \Omega')}{\phi_g(x) - 2n \cdot J_g(x) E_{g-1} - E_g} \\
x \in \delta R, \quad \Omega \cdot n > 0, \quad E_g < E < E_{g-1}
\]

\[
\Omega' = \Omega - 2n (\Omega \cdot n)
\]

The energy variable is much more difficult to handle for two reasons. The first is because the general multigroup formulation is only a zeroth order method so no high order moments exist to allow for reconstruction of the energy grid. The second reason is because of the tight coupling between energy groups. A good boundary response function must be able to account for fast neutrons leaking out of the local domain to return with lower energies as well as thermal neutrons leaving, causing fission, and returning at higher energies. These two methods will be dealt with in separate sections. First methods to prolongate the energy variable from the few group structure to the fine group structure will be discussed. After a fine group structure is obtained the methodology is developed to allow for the transfer of neutrons between energy groups when interacting with the local system boundary.

The simplest method for expanding the few group global solution to a fine group local boundary condition is to use a shaping function, \( f_g(E) \), to reconstruct the energy variable. This shaping function can be defined using an analytic shape or calculated from the lattice calculation.
The shape function can be used to describe the original method of assuming neutrons were evenly distributed in energy.

\[
\psi(x, \Omega, E) = \frac{\phi_g(x) + 2n \cdot J_g(x)}{4\pi} f_g(E)
\]

\[
x \in \delta R, \quad \Omega \cdot n > 0, \quad E_g < E < E_{g-1}
\]

The form of the multigroup shape function can be written as a discrete function coupling few group energy \( g \) to the fine group energy \( h \).

\[
f_g(E) = \frac{1}{E_{g-1} - E_g}
\]

Another method for the shape parameter is to use the outgoing angular flux to define the shaping function. There is no physical reason for outgoing and incoming angular flux to have the same energy shape but this approximation should provide sufficiently accurate results if the flux is fairly asymptotic.

The final method considered is to solve an extra set of fixed source equations to calculate flux moments in energy. One method for calculating these moments is the Discrete Generalized Multigroup Method [13, 12, 11]. Forget has proposed a mixed energy calculation in which energy moments are tracked in a region surrounding the multigroup region. These energy moments allow for the fine energy flux to be reconstructed on the boundary of the fine/coarse energy interface without needing to assume a shape for prolongation. In this case the approximation is made at the interface where the moments are chosen to be tracked. The region where the moments are tracked provides an identical low level solution but also provides a buffer region to reconstruct the fine energy group fluxes.
Now that methods have been developed to determine the fine group energy structure at the interface, methods to describe the transfer of neutrons between energy groups outside of the local domain are discussed. The simplest method is to not assume any transfer between energy groups. Since the currents at the surface have already been determined this method simply enforces that condition.

Developing a method that allows the outgoing neutrons to change energy when returning to the system is a much more difficult problem. Since the net incoming and outgoing flow of neutrons across the local domain boundary are known, the remaining unknown is a function that relates them. The construction of a G2 response function from 2G inputs, where G is the number of energy groups, requires additional information.

The additional information in this case comes from the source term in the neighboring assembly. The source term describes how neutrons appear in the region close to the assembly. Since neutrons do not move very far from the boundary before interacting, the source term of the adjacent assembly is a reasonable approach.

**Space**

The spatial variable is also difficult to accurately quantify. When neutrons leave the local system, they move through the surrounding medium and can reenter the local system. The distance a neutron travels is directly proportional to the mean free path of a neutron in the system. In the reactor systems considered in this work, the mean free path of a neutron is on the order of 2-3 cm. This suggests that the average neutron will only move a few pins away from the point where the neutron leaves the local system. High energy neutrons do have mean free paths that are significantly longer than the average mean free path but it is difficult to determine where on the surface these neutrons will interact, if they ever do.

The approach taken so far in this chapter is that the spatial response is treated as a delta function. This means that a neutron reenters the local system at the exact point it leaves. Although there are some limitations to this assumption it provides sufficient accuracy and is the only method used in this work.

A few methods have been considered to treat the spatial coupling and will briefly be discussed here. The first method is to pretabulate a spatial response function on a limited domain. Since the neutrons are not expected to travel very far after leaving the limited domain, a response function could be introduced to distribute the neutrons across the pins close to the exiting location. The extent of this local response would be determined by the ability of surrounding medium to transport a neutron away from the point at which it leaves the local domain. A second method to determine the spatial coupling is to use the global solution to
calculate a series of fixed source problems to determine the spatial response function. Since the global solution can be solved efficiently, this method is not expected to greatly increase the computational burden.

**Post-Refinement (OneWay Coupling) Method**

Post-Refinement methods are one way coupling methods from the nodal diffusion solver back to the higher order transport solver. These methods impose the core level solution by assigning either an albedo type boundary condition or a fixed boundary source problem. These boundary assignments have a fundamentally different solution technique which must be applied. The albedo boundary condition provides the ratio of the incoming angular flux to the outgoing angular flux. With these boundary conditions the problem becomes an eigenvalue problem and a new eigenvalue is determined which represents the scaling of the fission source for the local domain. The fixed boundary source problem is not an eigenvalue problem. In this method the angular flux at the boundary is specified and the fission source is scaled with the eigenvalue from the global calculation. Both methods have advantages and disadvantages in the solution technique and implementation.

The solution procedure for the post-refinement method begins with a full core diffusion calculation. Once the diffusion calculation has converged to the given tolerance, the surface fluxes and net currents are extracted at the boundary of the multiscale region. In the case of the albedo method, the ratio of the incoming and outgoing partial currents are used for all angles, and are assigned to all fine groups which the coarse group solution represents. For the incoming angular flux, the surface flux and net current are used to project angular and energy shapes using one of the expansion methods mentioned above. Finally the local solution is solved and the pin power shape is normalized and projected onto the global solution. There are no changes made to the global solution except the shape of the pin power distribution.

The projection of the pin powers onto the global solution is one of the main shortfalls of the post-refinement method because it is completely dependent on the global solution. For example, if the assembly power is off by two percent, then the pin powers in that assembly will also be off by two percent. The post-refinement method does have some benefits as well. First of all, the post-refinement method could be implemented into any code system with only minor modifications. The second is the post-refinement method can allow the user to specify a buffer region where the local solution may not be accurate. The buffer region only serves to decrease the impact of the boundary condition on the solution. When the pin power projection is determined only the solution outside the buffer region is used.
Post-Refinement Fixed Boundary Source Method Implementation

The post-refinement methods use the global CMFD solver to fully converge the global FMFD linear system. The net current and surface flux from the global solution are calculated on the boundary of the multiscale region. The angular flux at the boundary of the multiscale region is defined using the P1 angular distribution. The energy projection is performed using a predefined flux distribution obtained from the energy shape of the surface fluxes of the lattice calculation.

During the fixed boundary source calculation the fission source is scaled by the eigenvalue calculated from the global solution. Since the fixed source problem is not an eigenvalue problem, the acceleration scheme is slightly different. The CMFD solution is rewritten to have boundary sources instead of albedo boundary conditions. Since an eigenvalue iteration does not need to be performed, the fission and scattering sources can be moved to the left hand side of the equation, leaving only the boundary source on the right hand side of the system of equations.

\[
(M - \lambda_{\text{global}} F) \phi = C_0 J_{in}
\]
The matrix $M$ is slightly modified to handle the fact that the boundary currents are on the source side of the equations. The nonlinear correction factors from the CMFD are still added into the migration matrix to preserve the higher order net current.

**Post-Refinement Albedo Boundary Condition Method Implementation**

The net current and surface flux from the global FMFD solution are combined to calculate the ratio of the incoming and outgoing partial currents.

$$
\beta = \frac{\phi + 2J_{\text{net}} \cdot \mathbf{n}}{\phi - 2J_{\text{net}} \cdot \mathbf{n}}
$$

The albedos are applied to the local boundary and then a local eigenvalue calculation is performed. The local eigenvalue calculation is identical to the global, except the extent of the domain is expanded. The albedo is applied uniformly for all energy groups contained in the coarse energy groups.
Embedded Iteration Method

The embedded iteration method couples all simulation levels together to ensure that the interface between the levels provide a consistent balance of neutrons. The local solvers are directly embedded into the global solution and neutrons are strictly preserved at the interfaces. The iteration strategy for the embedded method is shown in figure 3.2. The embedded iteration methodology can also be used to implement a more detailed transport calculation such as 3-D MOC into a global transport solution such as SN or 2D 1D MOC. The major difference would be preserving the angular flux at the interface.

Embedded Iteration Method Implementation

The embedded iteration method implemented in the research here relies on three major solvers to be interfaced together. The first is assembly-wise diffusion in which the assembly is collapsed into one homogeneous material with discontinuity factors defined on the surfaces. The second solver is a pin-wise diffusion solver in which each pin cell is collapsed into a homogeneous material with discontinuity factors defined on the surfaces of each pin cell. The third solver is the MOC which solves the transport equation with explicit geometry specifications. The diffusion based methods are capable of being solved with any energy group structure during the simulation and the MOC only uses the finest energy group structure.

The levels are defined so that level 1 always solves 2 group assembly-wise diffusion with is consistent with the standard nodal methods. Level 2 and 3 generally involve pin-wise diffusion with more energy groups. The highest level MOC solver is used to obtain the transport solution on a very localized region. Level 1 is the only level that performs the eigenvalue search because it is the only level that contains the global information. All subsequent levels are solved as a standard fixed source problem with fission sources defined by the level 1 solution.

The levels are coupled together using the CMFD framework. Similar to standard multiscale methods, the higher levels provide information to the lower levels to ensure consistency between the levels. Standard multiscale methods do this through the use of a source term but since the original problem is an eigenvalue problem, another method must be chosen. Instead of adding a source term, nonlinear correction factors, $\hat{D}$, are used here to preserve the neutron balance.

The integration of both the assembly-wise and pin-wise diffusion solvers into the CMFD framework is straightforward. The projection of the partial currents between level 1 and level $l+1$ is simply an energy prolongation. For these energy prolongation operators, the outgoing partial current spectrum is used, which can create problems if the interfaces are not chosen carefully. However, in most cases and in the work here this is a reasonable assumption.
The interface between a diffusion solver and the MOC solver is more difficult because the differences between diffusion theory and transport must be defined consistently.

In order to do this correctly, a discontinuity factor must be defined on the MOC side of the interface to ensure an accurate partial current is used for the boundary condition of the interface. This discontinuity factor arises because of the differences in the definition of the surface flux between the two different methods. In diffusion theory, the surface flux is directly related to the two partial currents on the interface but in transport theory, these two quantities are not algebraically related.

\[
\phi_{s,\text{diff}} = 2 \left( J^+ + J^- \right)
\]

The difference in the definitions of the surface fluxes must be taken into account to ensure the net current is calculated consistently at the interface.

\[
f_{\text{MOC}} = \frac{\phi_{s,\text{MOC}}}{2(J^+_{\text{MOC}} + J^-_{\text{MOC}})}
\]

Since the MOC discontinuity factor is not known before the calculation begins, it is iteratively obtained during the solution. Then the incoming partial current can be calculated with the MOC discontinuity factor.

\[
J^\text{in}_{\text{MOC}} = \frac{\phi_s}{4f_{\text{MOC}}} \pm \frac{J^{\text{net}}}{2}
\]

Once the incoming partial current is obtained, they can be projected in energy and angle. The energy projection uses the outgoing partial current spectrum and the angle projection uses a predefined shape from the lattice calculation. The last step required to complete the embedded iteration is to restrict the solution from level 1 to level 1-1. The cross-sections are collapsed using the standard method depending on the reaction type. Nonlinear correction factors are defined on the surface of each of each pin to preserve the net current from level 1 in most cases. However, the interface again needs special treatment to ensure a smoothly converging solution. In order to obtain the net current at the interface, the response of the level 1-1 solver to the level 1 outgoing partial current must be determined. This response is obtained by doing a single node solve. A single node is constructed with two boundary conditions: the incoming partial current on the
interface and the average node flux from the previous iteration. The FMFD method provides an algebraic relationship between these two boundary conditions.

\[ J_{\text{diff}}^{\text{in}} = \frac{\phi_s}{4f_{\text{diff}}} \pm \frac{J_{\text{net}}^\text{out}}{2} \]

\[ J_{\text{diff}}^{\text{out}} = \frac{2D\phi - (4D - h) J_{\text{diff}}^{\text{in}}}{(4D + h)} \]

\[ J_{\text{net}} = \pm (J_{\text{diff}}^{\text{in}} - J_{\text{diff}}^{\text{out}}) \]

\[ \phi_s = 2 \left( J_{\text{diff}}^{\text{in}} + J_{\text{diff}}^{\text{out}} \right) f_{\text{diff}} \]

Once the partial currents are determined, the net current and surface flux can be calculated and the nonlinear correction factors can be determined for the interface. The iteration strategy used is the standard “V-cycle”. Level 1 is solved first to obtain the global fission source and eigenvalue. The levels are increased step by step until the maximum level is reached. The levels are then decreased back to 1. This process is repeated until the global fission source norm and the eigenvalue both reach their convergence tolerance.

**Assessment of the Post-Refinement Multiscale Method**

In order to test the accuracy and speed-up of the post-refinement multiscale method, a series of one dimensional test problems are developed to determine the performance of these methods in various geometric regions. First an all (Low Enriched Uranium) LEU core will be analyzed then two (Mixed Oxide / Low Enriched Uranium) MOX/LEU cores will be examined to see how the method works with a more heterogeneous flux shape.

**Figures of Merit for Analysis**

Six figures of merit are chosen to determine the effectiveness of the multiscale method. The first figure of merit is the speedup factor. This is the ratio of the time to perform the full core transport solution divided by the time to run the multiscale solution.
The next figure of merit compares the eigenvalue calculated in the solution. For the fixed boundary source method, the eigenvalue is identical to the global diffusion eigenvalue but when the albedo boundary conditions are specified, a new eigenvalue is calculated for the local region. When albedo boundary conditions are used, the local eigenvalue will be compared but in all other cases, the global eigenvalue is compared. The traditional way to display eigenvalue differences for nuclear reactor problems is to show the difference in percent milli-k (pcm).

\[ \Delta k = (k^{\text{MOC}} - k^{\text{MS}}) \times 10^5 \]

The next four figures of merit deal with the accuracy of the local and global solution. The first FOM is the error in the peak pin power. This is defined as the absolute difference between the maximum pin power from the MOC solution and the multiscale solution.

\[ E^{\text{peak}} = |\max (P^{\text{MOC}}) - \max (P^{\text{MS}})| \]

The second FOM is the maximum error in the pin powers. This is the maximum absolute difference in any pin in the core between the MOC solution and the multiscale solution.

\[ E^{\text{max}} = \max (|P^{\text{MOC}} - P^{\text{MS}}|) \]

The third FOM is the root mean square of the pin power error in the whole core.

\[ E^{\text{RMS}} = \sqrt{\frac{\sum_{i=1}^{N_{\text{global}}} |P_{i}^{\text{MOC}} - P_{i}^{\text{MS}}|^2}{N_{\text{global}}}} \]

The last FOM is the root mean square of the pin power shape in the peak assembly. This figure of merit was developed to ensure that multiscale method was improving the shape and the results are not due to cancellation of projection errors.
The figures of merit developed above will typically be compared as an improvement over the diffusion solution with pin power reconstruction.

\[
E^{RMS \, shape} = \sqrt{\sum_{i=1}^{N_{local}} \left( \frac{P_{i}^{MOC}}{P_{MOC}} - \frac{P_{i}^{MS}}{P_{MS}} \right)^{2} / N_{local}}
\]

Therefore any positive value will indicate an improvement over the standard methodology and if the value is negative, the multiscale solution is worse than the diffusion solution.

**One Dimensional Analysis**

Three different reactor core models are developed for the purpose of testing the various methods. The assembly designs are based on the well established C5G7 benchmark [22]. The assemblies are approximated into one dimensional assemblies by preserving the pin pitch and the fuel to moderator ratio. Cross-sections provided for each material from the C5G7 benchmark are used for 7 group calculations. Another set of 33 group cross-sections for the C5G7 benchmark were provided by Forget [23]. The 33 group cross-sections provide a more realistic representation of the group structure traditionally used for transport calculations.

**Assembly Layouts**

The assemblies shown in this work are based on 17x17 PWR fuel assemblies defined in the C5G7 benchmark. The one dimensional assembly is comprised of 16 fuel pins and a water hole which approximately preserves the ratio of water holes to fuel pins in the actual assembly. In the case where a control rod is inserted into the assembly, the water hole is filled with a control slab the same dimension as the fuel surrounded by water. Table 4.1 describes the dimensions of the pins and assembly. Two different assemblies are defined. The first is a LEU assembly. All of the pins are uniformly enriched. The geometry can be seen in Figure 4.1. The second assembly is a MOX assembly, three different pin enrichments are used to flatten the power profile of the assembly and is shown in Figure 4.2. Lastly a reflector assembly is defined as an assembly pitch in width filled with the moderator material.
The first core design is comprised of seven LEU assemblies with a reflector assembly on the right side. A reflective boundary condition is imposed on the left boundary and a vacuum boundary condition on the right. Figure 4.3 shows the assembly layout.

The first multiscale region is a single assembly and does not have a buffer region. The second multiscale region is two assemblies, one of which is a buffer. The last multiscale region is three assemblies, one of which is a buffer. The inclusion of two assemblies into the region of interest will help minimize the impact of assembly errors by making the region larger.

Results for LEU Core

The one dimensional LEU core is the simplest case because of the fairly homogeneous fuel loading. For this case, the current pin power reconstruction (PPR) methodology does a very good job of reconstructing the pin powers in the reactor. The error in the diffusion solution with pin power reconstruction is shown in Figure 4.5.
The largest error in the LEU core occurs at the core reflector interface. Generally errors at the core reflector interface are acceptable because the peak power does not occur near the reflector. Since the diffusion solution have very little error, the multiscale method does not provide much advantage. The same energy multiscale cases all slightly increase the accuracy of the LEU core but with the mixed energy cases it is possible to make the solution worse. Even though the solutions can get worse, it is informative to examine the performance of all multiscale methods for cases where the standard methodology is not sufficient.

**MOX1 Core**

Two MOX cores are designed to test different behaviors. The first is designed to test the heterogeneity caused by the addition of MOX into the reactor. Four LEU and three MOX assemblies are laid out in the core and a single reflector assembly is located on the right side. Figure 4.6 shows the layout of the assemblies.

![Figure 4.6: MOX 1 Core Layout](image)

The multiscale regions used for the MOX1 core are identical to the LEU core, 4.4, because the assembly with the peak power is also at the center of the core.

**Results for MOX 1 Core**
The addition of MOX assemblies into the core adds heterogeneity that is difficult to model with the current methodology. The assumption that the few group cross-sections and form functions can be generated from an infinite assembly creates issues at the LEU MOX interface because the assemblies are very different. Figure 4.7 shows the pin errors in the diffusion solution for the same energy case. Unlike the LEU core the average pin power errors are much larger and spikes in the pin error can be seen at all of the interfaces of LEU and MOX assemblies.

Same Energy Results for MOX1 Core

When the multiscale method is applied to the center assembly of the MOX 1 core, all methods reduce the pin power errors. Table 4.2.3 shows the figures of merit for the two multiscale methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\tau$</th>
<th>$\Delta k$</th>
<th>$E_{\text{peak}}$</th>
<th>$E_{\text{max}}$</th>
<th>$E_{\text{RMS}}$</th>
<th>$E_{\text{RMS shape}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2G Diffusion</td>
<td>29.3</td>
<td>59.8</td>
<td>2.69%</td>
<td>9.47%</td>
<td>2.01%</td>
<td>1.50%</td>
</tr>
<tr>
<td>2G Fixed Source</td>
<td>9.8</td>
<td>59.8</td>
<td>0.54%</td>
<td>8.10%</td>
<td>1.63%</td>
<td>0.33%</td>
</tr>
<tr>
<td>2G Albedo</td>
<td>6.0</td>
<td>-114.4</td>
<td>1.09%</td>
<td>8.10%</td>
<td>1.75%</td>
<td>0.86%</td>
</tr>
</tbody>
</table>

The fixed source boundary method gives the best improvement on local quantities such as the peak pin error and the local pin power shape RMS. It also runs the fastest of the two methods. Figure 4.8 shows the spatial pin errors for diffusion, the fixed boundary source, and the albedo method.

All of the multiscale methods perform well for cases where the global and local solvers are both solved with the same energy group structure. The next step is to move toward the more realistic case where the local solver uses more energy groups than the global solution.
The mixed energy results without a buffer region are quite different from the results with the same energy structure. Table 4.2.3 shows the error in the PPR solution for the mixed energy multiscale methods without a buffer region.

The results with mixed energy groups are in considerable contrast to the results with the same energy groups. The fixed boundary source method is worse than PPR in most of the figures of merit. The albedo method maintains a better solution than diffusion. In order to understand why the fixed boundary source method is worse, figure 4.9 shows the spatial distribution of the pin power error for PPR, the fixed boundary source method, and the albedo method. From this figure the main source of error can be seen to occur at the interface. For the fixed source boundary condition, the source of the error is the assumption that the precalculated energy shape is sufficient to project the flux. As indicated this assumption results in large errors in the pin powers near the boundary.
Another interesting observation of the fixed boundary source solution is that the pin power error is large at the interface but a few pins away from the interface have errors comparable to the diffusion solution. This seems to suggest that a region where the solution was allowed to develop but was not applied to the final solution would considerably increase the accuracy of these methods. In this work, this region is called the buffer region. The next set of results show a buffer region is applied to both the albedo and fixed boundary source regions to provide a better angle and energy distribution of the flux.
The inclusion of a buffer region in the post-refinement methods increases the computational burden but provides a region where the boundary errors can adjust to the local region geometry and energy group structure without negatively impacting the solution. The method that seems to gain the most from the buffer region is the post-refinement fixed boundary source problem. It was shown that the boundary condition causes significant errors in the pins closest to the boundary. The buffer region eliminates these errors by ignoring the solution in that region. Figure 4.10 shows the error when a buffer region is included in the local computation. In all cases shown here, the buffer region is the size of a single assembly.

For both post-refinement methods the buffer region increases the accuracy of the multiscale calculation. Even though the albedo solution was much better without the buffer region, the two methods produce an almost identical result when the buffer region is added.

The next extension is to increase the region of interest to two assemblies. The extension of the region of interest will eliminate the dependency of the assembly error. Instead, the power generated in the entire region of interest is used to determine the local pin powers. In general the error associated with a larger region is less than the error of a smaller region. This is because the power is normalized so as the region grows larger, the average error approaches zero. There are cases where the local diffusion error of a single assembly is small but the surrounding assemblies have larger errors. In this case making the region of interest larger can increase the region average error and negatively impact the pin power errors. This effect is not seen in either of the
MOX cores but was observed in the LEU core. Figure 4.11 shows the error in both methods over diffusion when another assembly is added to the region of interest. In both cases, the error is greatly reduced by expanding the region of interest.

Figure 4.10: FOM Improvements over PPR for Mixed Energy MOX 1 Core with Buffer Region

Figure 4.11: FOM Improvements over PPR for Mixed Energy MOX 1 Core with Increased Region of Interest and Buffer Region
Another natural question is whether the buffer region is needed for the albedo method. For the single assembly without a buffer region, the albedo method results show a good improvement in the solution. It is advantageous if a buffer region is not needed because the computational requirements are reduced. The post-refinement methods for the albedo case are repeated only if the buffer region is added to the region of interest. The two assembly region of interest problem can be performed with computational requirements similar to the single assembly problem with a buffer region and the three assembly region of interest problem can be performed with computational requirements similar to the two assembly problem with a buffer region. The results of these cases are shown in Figure 4.12.

It can be quickly seen that the boundary condition for the two assembly region of interest causes slightly larger pin power errors than the diffusion solution at the boundary. These errors are considerably less than pin errors introduced by the fixed source problem. The remainder of the solution shows considerable improvement over the single assembly. The three assembly region of interest has a worse solution than the equivalent computational demand case with a two assembly region of interest and a buffer region. This is caused by a cancellation of assembly power errors in the first two assemblies. The addition of a third assembly increases the region of interest average power error and makes the powers worse. It should also be noted that the error in the pin power shape of both cases are identical for the assembly containing the peak pin so increasing the region of interest is only an effort to try to reduce the effect of individual assembly errors and does not improve the shape. Ultimately it seems to be better to include a buffer region instead of increasing the region of interest to eliminate the potential impact of the boundary condition onto the global pin power solution.

![Figure 4.12: Pin Power Error in Multiscale Mixed Energy MOX 1 Core with No](image-url)
Buffer Region

The method is also analyzed with the 33 group cross-section library. The size of this library is more consistent with the size of standard cross-section libraries used for transport calculations. It is important to determine if the post-refinement method can handle projections from 2 to 33 energy groups. Cases are run with and without a buffer region using both the fixed boundary source and albedo methods. In both cases, the buffer region is necessary to accurately capture the difference in the spectral effects.

MOX2 Core

The second MOX core is designed to test the effect of the multiscale methods in the case where the peak assembly is not on the left boundary. This will require a two sided multiscale interface around the assembly with the peak power instead of a single sided interface. Again, four LEU and three MOX assemblies are laid out in the core with a single reactor assembly is located on the right side. Figure 4.13 shows the layout of the assemblies.

Figure 4.13: MOX 2 Core Layout

Multiscale Regions

The MOX 2 core has a slightly different layout for the multiscale regions because the peak power is not located near the boundary. Figure 4.14 shows the region of interest and buffer regions that the post-refinement cases will use.

Figure 4.14: Multiscale Regions for 1-D MOX 2 Core

The first multiscale region is simply a region of interest in the assembly with the peak pin power. The second multiscale region adds a buffer region on both sides of the peak assembly. The last multiscale region spans five assemblies with a buffer region in the outer assemblies.

Results for MOX2 Core
The second MOX core is introduced to ensure that the multiscale methods work if the region of interest does not coincide with a boundary. In this case, the boundary condition must be estimated for both the left and right face of the local domain.

When a buffer region is added, it is added to both sides, and when the region of interest is expanded, it is expanded in both directions. The MOX 2 core has a very similar behavior as the MOX 1 core. For the same energy cases, all methods show improvement over the diffusion solution. In the more practical mixed energy case, the fixed boundary source method without a buffer region does not perform well. The albedo method performs well for all cases. The fixed boundary source method with a buffer region also performs well. Since two boundary conditions must be approximated instead of one, it makes sense that the improvements are less than the MOX 1 core. The figures of merit are summarized in table 4.4.

Table 4.4: Figures of Merit for MOX 2 Core

<table>
<thead>
<tr>
<th></th>
<th>$\tau$</th>
<th>$E_{\text{peak}}$</th>
<th>$E_{\text{max}}$</th>
<th>$E_{\text{RMS}}$</th>
<th>$E_{\text{RMS shape}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffusion</td>
<td>256.6</td>
<td>-1.07%</td>
<td>15.03%</td>
<td>2.66%</td>
<td>1.47%</td>
</tr>
<tr>
<td>Fixed Source - MS 1</td>
<td>10.9</td>
<td>-6.24%</td>
<td>40.96%</td>
<td>4.88%</td>
<td>5.84%</td>
</tr>
<tr>
<td>Fixed Source - MS 2</td>
<td>2.8</td>
<td>-1.54%</td>
<td>15.03%</td>
<td>2.46%</td>
<td>0.04%</td>
</tr>
<tr>
<td>Fixed Source - MS 3</td>
<td>0.8</td>
<td>-0.14%</td>
<td>9.63%</td>
<td>1.49%</td>
<td>0.04%</td>
</tr>
<tr>
<td>Albedo - MS 1</td>
<td>7.6</td>
<td>-1.40%</td>
<td>15.03%</td>
<td>2.48%</td>
<td>0.48%</td>
</tr>
<tr>
<td>Albedo - MS 2</td>
<td>3.1</td>
<td>-1.46%</td>
<td>15.03%</td>
<td>2.46%</td>
<td>0.04%</td>
</tr>
<tr>
<td>Albedo - MS 3</td>
<td>2.6</td>
<td>0.28%</td>
<td>9.63%</td>
<td>1.49%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Overall the one dimensional results provide several interesting insights about the behavior of the multiscale methods. Using these insights, the number of two dimensional tests is reduced to only consider the post-refinement albedo method with mixed energy.

Two Dimensional Analysis

The two reactors analyzed here are both based on a 156 assembly core modeled with quarter core symmetry. The first core uses a uniformly enriched LEU assembly surrounded by a water reflector. The second core contains both LEU and MOX assemblies loaded in an arrangement to attenuate the power shape and push the peak pin power away from the center of the core. There are 64 MOX assemblies and 92 LEU assemblies loaded into the reactor.

Assembly Layouts

The layout of the two dimensional reactors is based on the assembly design from the C5G7 benchmark. The assembly is designed with an array of 17x17 pins; 264 are fuel pins, 24 are guide tubes for control rods, and the center pin contains a fission chamber. The geometry is specified by the benchmark but key dimensions are repeated in table 4.5.

Table 4.5: Two Dimensional Assembly Geometry
Assembly Pitch 21.42 cm
Pin Pitch 1.26 cm
Fuel Radius 0.54 cm

The LEU assembly is a uniform arrangement of fuel pins with the same enrichment. The assembly layout is shown in figure 4.15. The MOX assembly has three enrichment zones and the layout is shown in figure 4.16. Lastly a reflector assembly is defined to have an assembly pitch and filled with the moderator material. In the case where control rods are inserted into the assembly, the guide tube is replaced by the control rod material with the same radius as the fuel pin.

Figure 4.15: 2-D LEU Assembly
The LEU core is loaded completely with the same fuel type in all locations. The computational model only considers one quarter symmetry which places reflective boundary conditions on the left and bottom boundary of the computational domain. The right and top boundaries have a zero incoming current boundary condition. The LEU core is shown in Figure 4.17.
Three multiscale regions are defined for each core. Since the peak power is in the center assembly for the LEU core, the multiscale regions are based around the symmetry boundary. Figure 4.18 shows the three trust regions.
The first multiscale region is a single assembly with no buffer region surrounding it. The second multiscale region is a single region of interest with buffer region surrounding it. The last is a two by two assembly region of interest with a buffer region surrounding it.

Results for LEU Core

The two dimensional LEU core is designed to test the initial performance of the post-refinement albedo method in two dimensions. As with the pure LEU case in one dimension, the diffusion solution with PPR already produces very good results. The major source of error occurs at the core reflector interface where pin errors of approximately 10 percent are found. Figure 4.19 shows the spatial distribution of pin power error in the diffusion solution.
The post-refinement albedo method shows marginal improvements in the solution for all of the trust regions. However, the error in the pin power shape increases slightly over the diffusion solution. This means that the error in the peak pin power is completely driven by the error in the assembly powers which the post-refinement methods cannot change. The error in the assembly powers are shown in Figure 4.20. The region of interest would have to be expanded several assemblies in order for the region average error to become small.

The MOX core, Figure 4.21, is very similar to the LEU core except 16 of the LEU assemblies are replaced by MOX assemblies. MOX assemblies are loaded in the center of the core to push
the peak power away from the center. This is done in order to test the multiscale method for a peak power away from the symmetry boundary.

The MOX core has the peak power in the (3,3) assembly and the region of interest surrounds this point as shown in Figure 4.22. The first multiscale region is only the single assembly without a buffer region. The second multiscale region surrounds the assembly with a buffer region. The last multiscale region expands the region of interest to include 9 assemblies and surrounds that region with a buffer region.
The two dimensional MOX core adds a considerable amount of heterogeneity that diffusion with PPR does not handle well. The error in the pin powers are shown in Figure 4.23. Errors occur at all of the LEU MOX interfaces with pin errors ranging from about 10 to 15 percent. At the core reflector interface, pin errors can be found ranging up to 25 percent. Even with large errors at the assembly interface, the pin power errors in the center of the assembly are small.
The multiscale method applied to the single assembly without a buffer region slightly improves the pin power errors. Adding a buffer region around the single assembly improves the shape of the solution but the error in the assembly power error makes the peak pin power error worse than PPR. When the multiscale is applied when the region of interest is increased to a three by three set of assemblies surrounded by a buffer region, the pin power errors are greatly reduced in the entire region of interest as shown in Figure 4.24.

Just as in the one dimensional cases, increasing the region of interest decreases the error in the region wise power. Figure 4.25 shows the assembly power errors in the diffusion solution for the MOX core. The assembly with the peak power is about 5 percent below the MOC assembly average power but the surrounding assemblies are a mix of errors above and below the MOC solution. The average error for the three by three region of interest is 2.5 percent.
Region of Interest and Buffer Region

Another case that was considered is the three by three region of interest without a buffer region. As seen in the one dimensional results, it is possible to obtain very good results using the albedo method without a buffer region but there are some cases where not having a buffer region can cause local pin errors. Since the pin errors on the periphery are already relatively large, it may be worthwhile to remove the buffer region to reduce some of the computational burden. Figure 4.26 shows the resulting pin power error for the case where the buffer is removed from the expanded region of interest. The results from this case are improved over the case with a single assembly with a buffer region which has similar computational cost but the expanded region of interest with a buffer layer still has better results in all categories. Although these results show that the case without a buffer region can provide very good results, it is important to note that when a buffer region is not used, the results appear to vary case by case. If the assembly power error distribution is known, it may be practical to decide if a buffer region is needed. In the end, the user should be very cautious when not using a buffer region because the influence of the boundary condition to pins near the boundary could give solutions worse than the original diffusion solution with pin power reconstruction (PPR).

Figure 4.25: Assembly Average Power Error in Diffusion Solution for 2D MOX Core
Figure 4.26: Pin Power Error in Multiscale Solution for 2D MOX Core with Increased Region of Interest and No Buffer Region

Discussion of Post-Refinement Multiscale Methods

The results given in the previous section and in the appendix A provide important insights into the behavior of the post-refinement multiscale method. Several conclusions can be drawn from the information obtained and the results will be analyzed to offer a set of best practice guidelines when developing post-refinement multiscale methods for reactor analysis.

Same Energy and Mixed Energy Results

The issue of energy projection is a crucial question of this work. In general, diffusion codes are designed to solve 2, 4, or 8 energy group calculations but the lattice codes that are used to generate cross-sections in the multiscale approach are solving many more energy groups (50-200). The projection in energy is a necessary step for the multiscale method to work correctly. In the one dimensional results, the same energy cases were performed to test the impact of angular coupling. For the same energy cases, all of the cores and multiscale configurations analyzed produced results that were improved over the diffusion solution with pin power reconstruction. This means that the angular dependence on the solution is secondary to the spatial and energy dependence. Since the same energy grid was used, no projection was necessary in the energy variable.

The mixed energy results were then considered and the results were very different. The post-refinement fixed boundary source method provided results that were considerably worse than the diffusion solution with PPR, especially near the local domain boundary. The albedo results showed modest improvements over diffusion by assuming the albedo is a constant function of
energy for the projection. Without the use of buffer regions, the energy projection methods discussed here can not sufficiently describe the energy distribution of neutrons at the interface.

**Impact of Buffer Region**

The use of a buffer region provides a region where the flux can adjust to all of the differences in the local solution; different energy grid, different angular grid, and discrete pins instead of homogenized cross-sections. Most importantly the buffer region appears to be able to filter out the impact of boundary conditions that have errors.

From the results it appears as though a few pin pitches is a sufficient buffer to obtain a correct energy distribution but because of practical implementation issues in the test code used for these problems only assembly size buffer regions could be used. The thickness of a buffer for these methods is not limited by the method, but by the code in which the method is implemented.

The one-way coupling methods showed consistent improvement when the buffer was added but if computational costs are too high, the albedo method can be used without a buffer region for most problems. Although the albedo method produces reasonable results for the case without a buffer region, the resulting pin powers can be worse than the PPR pin powers. For this reason it is always suggested that a buffer region be used for one-way coupling methods.

**Comparison of Post-Refinement (One Way Coupling) Methods**

The post-refinement methods both suffer from the same flaws mentioned in the previous section. In order to choose the best method the fixed boundary source and albedo methods need to be looked at in greater detail. The first category to consider is the ease of implementation into existing high order methods. Many of the target high order codes (DeCART, DENOVO, and MCNP) considered for implementation already have the functionality to solve an eigenvalue problem given an albedo boundary condition. In many cases, the albedo boundary condition is not as generalized as this method requires. Development issues would involve making the albedo dependent on space and energy at the pin cell level. The work required to do this is modest. Some of the target lattice codes also have the ability to define an incoming angular flux. Again, modification would need to be made to define the angular flux as a function of space, angle, and energy on the entire domain. Another minor modification would be for the fixed source solver to accept an arbitrary eigenvalue that would be determined by the global solver. Ultimately, the implementation of the albedo method appears to be a better fit for the lattice codes considered for implementation.

A second consideration is execution time. The computational cost for both methods is approximately equal for the same size domain. The main difference is that for the albedo
method, it is not essential to have a buffer region. The removal of the buffer region makes the method much more computationally advantageous.

A third consideration is the sensitivity of the method to errors in the input data. The global solution has inherent errors in the solution and thus the boundary conditions of the local solver derived from the global solution also have errors. It is useful to understand how these errors affect the solution. To better understand the difference in the way the fixed boundary source and albedo methods propagate errors, a sensitivity analysis was performed to determine which method is more stable.

**Assessment of the Embedded Multiscale Method**

Unlike the post-refinement method, the embedded method allows the global solution to adjust to the refined local solution. Since the global solution is altered, it can be beneficial to define refined local regions where the standard nodal diffusion methods have problems; not just around the peak assembly. In this chapter the embedded multiscale method will be applied to several regions in the reactor. The first location that is considered is around the peak power assembly which are identical to the cases looked at with the post-refinement method. Another location that can have a significant impact on the global solution is the fuel reflector interface since calculating the correct leakage in the core can have a significant impact on the global tilt of the error. By embedding the solver into the reflector region, the leakage out of the system can be calculated more accurately. The last location that is considered is around a control rod which can be important since a strong absorber causes a significant dip in the local flux. Although the standard method can do reasonably well in predicting the worth of the control rod, the pin powers around the control rod can have significant errors.

**One Dimensional Analysis**

The same one dimensional cores used in the previous chapter are used to assess the performance of the embedded method. As noted in the descriptions of the assemblies, when a control rod is inserted into an assembly the center water hole is replaced with control rod material. Another difference between the post-refinement method and the embedded method is that multiple levels can be embedded into the calculation. This analysis will investigate the use of up to four levels of embedded solvers. The first level's solver is always the assembly homogenized two group diffusion solver. Three additional solvers are added to increase the accuracy of the embedded calculation; a fine group MOC solver, a fine group pin homogenized diffusion solution, and an intermediate group pin homogenized diffusion solver. The MOC solver will be placed where the most accuracy is desired with the other two solvers surrounding to decrease the effects of prolongation at the boundary. As in the previous chapter, a series of three
multiscale calculations are performed. The first is with the MOC solver in the region of interest. The second adds the fine group pin homogenized diffusion solution on both sides of the region, and the last adds the intermediate group pin homogenized diffusion solver. In order to determine the choice of intermediate group structures to use between the two group diffusion solver and the fine group MOC solver, the impact of intermediate level energy group levels on the accuracy of the solution were evaluated using the MOX1 core. Figure ?? shows the spatial distribution of the pin power errors in the MOX 1 core for diffusion solvers with 2, 4, and 7 energy groups. The error in the two group assembly homogenized diffusion solver with pin power reconstruction (2G Diffusion in the Figure) is compared to the error in the pin homogenized diffusion solver with 2, 4, and 7 energy groups.

At the interface between dissimilar fuel assemblies the error is significantly reduced as the number of groups is increased. The difference in the assembly and pin homogenized two group cross-sections is very small and the impact of pin homogeneous cross-sections appears to be negligible in the one dimensional problem. The four group cross-section set captures the majority of the spectral effects but increasing to seven groups does show some additional improvement in the solution. Even with seven group cross-sections, the diffusion solution still has significant errors at the MOX/LEU interfaces. These differences can be attributed to the effect of spatially homogenizing cross-sections using a single infinite assembly spectrum, as well as transport effects at the boundary. Because the seven group pin homogenized diffusion solver provides a considerably improved solution, it is used in the region surrounding the MOC region. In cases where the multiscale region needs to be expanded, the four group pin homogenized diffusion solver will be added.

**Embedded Region Around Peak Power Assembly**

Like the post-refinement method, the embedded method can be used to resolve local pin power peaking to obtain a more accurate prediction of the peak pin power. The multiscale regions used for the LEU and MOX1 cores is shown in Figure 5.2.
The solution of the nodal diffusion solver predicts the pin powers of the LEU core very well. The multiscale results are shown in Table 5.1. In all cases, the embedded solution is slightly less accurate than the original diffusion solution with the errors introduced by the embedded method less than half a percent in all figures of merit for the power shape.

MOX 1 Core

The MOX cores have larger errors in the pin power distribution and the impact of the embedded method is more apparent. Similar to the LEU core, the peak pin power is in the center assembly and embedded regions are gradually introduced to improve the solution. Figure 5.3 shows the error in the pin power distribution for the diffusion solution and the three multiscale cases. Although the peak pin power error increases slightly, the embedded method reduces the maximum pin power error and the global RMS error. The error in the pin power shape is also decreased. As the multiscale regions are increased the pin power errors in the center assembly become constant. This is because the transport effects at the MOX/LEU interface are not completely resolved. A fourth multiscale case is rerun where the MOC solver is used in the center two assemblies. The seven group pin homogenized diffusion solver is also used in the third assembly. Figure 5.4 shows the multiscale levels used in the additional calculation. The impact of the extension of the MOC region is significant. All of the figures of merit increase except the speedup as shown in Table 5.2. Figure 5.5 contrast the original diffusion solution errors with the new multiscale solution. The interface effects are completely removed between the first two assemblies and are considerably reduced between the second and third assemblies.
Figure 5.3: PPR in MOX1 Core for Embedded Method

Figure 5.4: Additional Embedded Multiscale Region for MOX 1 Core

Table 5.2: Figures of Merit for MOX1 Core with Embedded Method

<table>
<thead>
<tr>
<th>Method</th>
<th>$x$</th>
<th>$\Delta x$</th>
<th>$\Delta P_{\text{max}}$</th>
<th>$\Delta P_{\text{peak}}$</th>
<th>$\Delta P_{\text{rms}}$</th>
<th>$\Delta P_{\text{mean}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2G Diffusion</td>
<td>10.2</td>
<td>-28.4</td>
<td>1.07%</td>
<td>15.03%</td>
<td>2.66%</td>
<td>1.21%</td>
</tr>
<tr>
<td>MS - 1</td>
<td>5.5</td>
<td>-8.2</td>
<td>0.23%</td>
<td>16.53%</td>
<td>2.58%</td>
<td>0.46%</td>
</tr>
<tr>
<td>MS - 2</td>
<td>5.3</td>
<td>64.0</td>
<td>2.99%</td>
<td>10.68%</td>
<td>2.11%</td>
<td>0.21%</td>
</tr>
<tr>
<td>MS - 3</td>
<td>6.4</td>
<td>53.6</td>
<td>-3.3%</td>
<td>9.77%</td>
<td>1.94%</td>
<td>0.69%</td>
</tr>
<tr>
<td>MS - Extended</td>
<td>4.0</td>
<td>1.4</td>
<td>-0.44%</td>
<td>9.00%</td>
<td>1.22%</td>
<td>0.60%</td>
</tr>
</tbody>
</table>

Figure 5.5: Impact of Extended MOC Region for MOX1 Core
The MOX2 core requires the embedded region to be moved away from the center of the core as shown in Figure 5.6. The embedded method in this case decreases the RMS and shape errors but as shown in Table 5.3 clear trends are not apparent in the peak pin error and the maximum overall error. The maximum error can be difficult to quantify because the location of the maximum pin error can change spatial location as the levels are expanded. It is not until the majority of the solution uses a higher level that the solution shows improvements in the maximum pin error. The principal issue with this case is that the energy structure never an asymptotic spectrum. The prolongation condition relies on the energy shape to be close to symmetric at an interface.

**Embedded Method with More Energy Groups**

The embedded method was then extended to more energy groups with the 33 group transport library used to assess the impact of using more energy groups. The 33 group MOC solver is embedded in the assembly with the peak power. Two different levels are examined to determine how important the energy group structure is around the MOC region. The first is a series of 33 group and 7 group pin homogenized diffusion solvers around the MOC region. The second is a series of 7 group and 4 group pin homogenized diffusion solvers around the MOC region. Figure 5.7 shows the multiscale regions for two cases using the LEU and MOX 1 cores. All three cores were considered with these regions and both level structures gave very similar answers in all cases. This suggests that the impact of the reduced energy groups used in the second level structure is still sufficient to capture the spectral effects caused by adding more groups to the transport library. Table 5.4 summarizes the comparison of the two level structures for all three cores.
Adding the embedded region at the fuel reflector interface is another way that the embedded method can be used to increase the local accuracy and also the global accuracy. For all three cores, the MOC region is placed in the water reflector. Additional cases are added to model the last assembly using the seven group pin homogenized diffusion solver and the next assembly using the four group pin homogenized solver. Figure 5.8 shows the three multiscale regions considered. Although the LEU core already has a small pin power error, there is a noticeable tilt in the pin power error across the core. This is primarily because the leakage estimated at the fuel/reflector interface can have small errors that introduce a tilt in the flux and power distributions. Adding the multiscale region to the reflector will accurately model the correct effects at the boundary. Figure 5.9 shows the global shape of the pin power errors as the multiscale region is increased.

Although the pin power errors improve when the MOC region is added only in the reflector, it should be noted that the energy spectrum shape used for the prolongation operator at the core/reflector interface is very approximate since the core solution is uses 2 groups and the reflector uses 7 groups. Also, since the multiscale calculation does not have a direct impact on the fission source, the solution takes a long time to converge. Adding another multiscale region at the core reflector interface increases the accuracy of the calculation and actually decreases the run time because the energy levels of the core and reflector are better coupled.

For the MOX 1 core there is no improvement of the solution by adding multiscale regions in the reflector region. This is generally because the errors in the core leakage are overshadowed by the errors at the MOX/LEU interface. Some improvements are observed in the MOX 2 core as shown in Figure 5.10. Although the reductions in error are very modest, because the impact is overshadowed by the MOX/LEU interface, the principal improvement is the impact of calculating the correct discontinuity factor on the fuel/reflector interface. The reflector discontinuity factor was calculated using a two node problem with an LEU assembly and the reflector. Since the outgoing spectrum in LEU and MOX are different, the reflector discontinuity
factor should be different for the two cases. It is not practical to generate a new discontinuity factor for every assembly facing the reflector so the common practice is to only generate one discontinuity factor for all assemblies at the periphery.

Figure 5.9: Impact of Embedded Regions in Reflector for the LEU Core

![Figure 5.9](image1.png)

Figure 5.10: Impact of Embedded Regions in Reflector for the MOX 2 Core

![Figure 5.10](image2.png)

Embedded Region Around Controlled Assembly

Although the change in reactivity due to a control rod (control rod worth) movement is very important during transient simulations, the ability to predict the power of the fuel pins around the control rod is also important to ensure when evaluating energy deposition limits. In order to test the ability to calculate both control rod worth and the pin power error around a control rod, the LEU core is used with a control rod inserted in the fourth assembly, as shown in Figure 5.11.
The multiscale regions are set up in a consistent manner with the proceeding cases and can be seen in Figure 5.12.

The control rod worth is calculated using the rodded and unrodded eigenvalues as shown in equation (5.1).

\[
\rho_{CR} = \frac{k_{Unrodded} - k_{Rodded}}{k_{Unrodded}k_{Rodded}}
\]

Table 5.5: Control Rod Worth for the LEU Core

<table>
<thead>
<tr>
<th>Method</th>
<th>(\rho_{CR} )</th>
<th>(\Delta \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOC</td>
<td>357.3</td>
<td>-</td>
</tr>
<tr>
<td>2G Diffusion</td>
<td>358.8</td>
<td>1.5</td>
</tr>
<tr>
<td>MS - 1</td>
<td>341.8</td>
<td>-15.5</td>
</tr>
<tr>
<td>MS - 2</td>
<td>345.1</td>
<td>-12.2</td>
</tr>
<tr>
<td>MS - 3</td>
<td>347.2</td>
<td>-10.1</td>
</tr>
</tbody>
</table>
Although the pin power errors occur at regions around the control rod where the power is low, the error can still be significant when considering an accident such as a control rod ejection. When the control rod is ejected from the core, a very localized power pulse occurs and the pins closest to the control rod can experience a significant energy deposition. The design limits of the reactor are evaluated in terms of the highest energy deposition in any one fuel pin after a control rod ejection.

Discussion of Embedded Multiscale Method

The embedded method evaluated in this chapter is more consistent with traditional multiscale methods used elsewhere in computational science and engineering than the post-refinement method discussed in Chapter 4. The ability to influence the global solution by locally refining the space, energy and angular mesh is a potentially powerful technique for improving the analysis of nuclear reactor performance. Several conclusions can be drawn from the results in this section to provide a set of best practice guidelines for implementing and further developing embedded methods with established computer codes such as PARCS and DeCART.

Impact of Multiple Embedded Levels

As noted in the post-refinement method discussion, the energy prolongation operators are much more significant than angle or space. The ability to use multiple embedded levels provides a solution to this problem without significantly reducing runtime. The use of a fine group pin homogenized diffusion solver surrounding the MOC region decreases the impact of the prolongation operator near the MOC region and improves the solution. The introduction of an intermediate group pin homogenized solver also decreases the impact of the energy prolongation operator. By decomposing the solution into three regions with different energies, the
prolongation is a much smoother transition. The impact of introducing multiple levels is very similar to the buffer region used in the post-refinement method. Both the buffer region and adding multiple levels both attempt to reduce the impact of the boundary conditions of the higher scale solutions.

The analysis using 33 energy group library also showed that a fine group diffusion solver was not necessary to capture the energy effects and the 7 group diffusion solver was sufficient to describe the energy spectrum with a low level transport solution such as diffusion theory. This suggests that the need for a pin homogenized diffusion solver with the same number of energy groups as the transport solution is not necessary. Reducing the size of the requirements of the homogenized diffusion solver will reduce runtime and memory requirements for the multiscale methods.

Prolongation Operators

The prolongation operator for energy was chosen to reflect the results of the post-refinement method. The post-refinement method assessment concluded that the albedo type boundary conditions were much more stable. For this reason, the energy shape was chosen to use the outgoing current to define the shape of the incoming current.

Unfortunately there are cases where this type assumption is not valid. Higher order methods need to be implemented to make the embedded iteration method general enough to handle any arbitrary geometry. Methods such as the discrete generalized multigroup method could be used to better estimate the energy spectrum at the interface but have yet to be demonstrated in multidimensional cases.

2.4 Summary

In the research here, two different multiscale methods have been investigated which rely on a global diffusion solution to provide boundary conditions for a local region of interest. The local region is solved using a higher order method which for the work here was chosen to be an integral transport MOC solver. In the post-refinement multiscale methods the boundary conditions are transferred in one direction from the low order local solution to the high order global solution and the local solution does not attempt to correct the global solution. Two methods were investigated to implement the post-refinement method which employs different solution procedures. The first is a fixed source problem where the flux distribution is solved for a given incoming angular flux at the boundary. The second method provides an albedo boundary condition and solves a local eigenvalue problem.

The post-refinement methods were assessed using a series of one dimensional core models with a mixture of LEU and MOX assemblies. Cases were analyzed where the global and
local solutions had the same energy group structure to analyze the effect of angular prolongation. Then mixed energy cases were solved where more energy groups were used in the local solution to test the energy prolongation operations.

For the cases with the same energy group structure, all methods performed very well and showed improvement over the standard methodology of diffusion with pin power reconstruction. The mixed energy cases exposed some problems with the energy prolongation operators. The albedo method showed improvement over the state of the art method for most cases considered but the fixed source method only showed better results when a buffer region was included. After analyzing the two different methods it was determined that the albedo method was more robust and consistent at improving the estimations of the peak pin power and the shape of the pin power distribution. Therefore the albedo method was implemented into a two dimensional multiscale code system. Both the LEU core and the MOX cores showed improved estimations of the local pin powers for the cases run.

The second multi-scale method investigated in the research here was the embedded method which is more consistent with multi-scale methods currently used in computational science and engineering in which refinements in the local solution impact the global solution. The embedded method implemented here was assessed using the same one dimensional core models used in the post refinement method. Cases were examined where the embedded region is placed in the peak power assembly, at the fuel/reflector interface, and around a control rod. The embedded method showed the ability to reduce the global RMS pin power errors in almost every case analyzed, however the impact on the peak pin power shape was not uniform. There were several cases where the impact on the peak pin power did not change or errors even slightly increased. This was determined to be an impact on the errors in the net currents imposed on the boundary. Embedding the local solver into the reflector region demonstrated the ability to more accurately model the leakage effects out of the reactor and significantly decreased the tilt in the error across the LEU core. The MOX cores showed little or no improvement in the global errors when the local solver was embedded into the reflector. This is primarily because the MOX/LEU interface errors overshadowed any impact of improvements in describing the core leakage. The last case considered was the impact of embedding the local solver around a control rod. No noticeable improvements were observed in the determination of the control rod worth, however improvements were observed in the accuracy of local pin power predictions which is important during core safety analysis. Throughout the series of cases considered in this work several observations were made. For the post-refinement methods it was observed that the pin power accuracy can only be as accurate as the global power distribution in the region of interest. If the global assembly power has large errors, the pin powers will have similar errors. The numerical stability of the fixed source and albedo methods were assessed by evaluating the impact of small errors introduced in the boundary conditions. Numerical tests of both methods showed that the
albedo method is much less sensitive to errors in the boundary condition. For the embedded method, it was observed that the inclusion of several solution levels increases the accuracy of the method. Specifically, the addition of multigroup pin homogenized diffusion solvers around the region of interest can decrease both local and global errors.
Chapter 3  Multiphysics Code for Implementation of Multiscale Methods

This Chapter will describe the multiphysics core analysis code AGREE/PARCS developed for implementation of the Multiscale Methods. In the following section, the theory and methods of the HTR gas dynamics and heat transfer code are described. In the subsequent section the neutronics nodal method TRIPEN is presented which provides the full core neutronics and power distribution.

3.1 HTR Fluids Model in AGREE

After reviewing the necessary physics required for PMR core fluids modeling, a set of code requirements has been established for the fluid flow module. The key requirements are: calculation of core bypass flow, capturing the momentum flux term in the momentum equation, and the ability to handle flow reversals. A Phenomena Identification and Ranking Table (PIRT) process has been completed for the NGNP [2]. The accident and thermal fluids PIRT panel has identified core coolant bypass flow as having an importance rank of high with a corresponding knowledge level of low. In the case of the PMR with the inter-block gaps, radial and axial manufacturing and refueling tolerances for the graphite blocks, irradiation swelling and cracking and the distribution of the thermal expansion, past experience and expertise indicates that the core bypass flow could be a significant proportion of the total core flow [3]. The bypass flow paths are located in the in-core and ex-core vertical columns between the stacks of hexagonal graphite blocks and through control rod holes within the graphite blocks, see Fig. 1.3 and Fig. 1.4. Additionally, the coolant can pass between the primary coolant flow path and the bypass flow path through horizontal gaps formed between the stacked graphite blocks. Therefore, the core fluid flow is essentially three-dimensional.

Figure 1.3: Location of bypass flowpaths in the NGNP
Review of Existing Modeling Methods

Several approaches to modeling fluid flow though the core of a PMR have been utilized that range from flow networks to full 3D CFD simulation. Flow network codes such as FLOPSY [4] and GAS-NET [5], shown in Fig 1.5, have been used by General Atomics and others to determine the flow distribution in the PMR core. These flow network codes are zero-dimensional in the sense that the convective terms are neglected and the solution represents a balance between pressure and friction forces. Neglecting the convective terms makes the solution computationally inexpensive, but these terms can be significant, especially during a transient (e.g. pressure wave propagation, flow-reversal, etc.).
Another approach is to use existing 1D system codes such as RELAP, TRACE, etc. (i.e. RELAP5 has been utilized to study leakage flows through the PMR core [6]). 1D system codes have the benefit of a very flexible input structure and a history of successful use for the analysis of light water reactors. These analyses typically utilize a nodalization that is quite coarse, see Fig. 1.6. Implementation of 1D system codes for PMR analyses may require substantial modification to implement the necessary physics and correlations, and concern remains in regards to 3D flow modeling. Finally, literature is available that demonstrates 3D CFD modeling of the PMR [7, 8]. CFD provides high fidelity solutions and has been coupled with neutron transport codes [8]. The primary drawback to CFD analysis is the large computational expense associated with the relatively finely meshed computational domain. This large computational expense is amplified by the length of the transients that need to be performed for the PMR (i.e. peak kernel temperature for the DLOFC occurs days into the event). As a compromise between the 1D system codes and CFD, a subchannel approach has been selected as the basis to model PMR fluids in AGREE.
Figure 1.6: Typical nodalization used in a RELAP5 analysis for a pressurized water reactor.

The Subchannel Approach

The subchannel approach divides the entire core into several subchannels, where each subchannel is representative of the flow in that specified region of the core. Each subchannel consists of several smaller volumes stacked axially upon each other. These subchannels can be connected to other subchannels in juxtaposition by specifying gaps. Gaps consist of several junctions that provide a flowpath between adjacent subchannels. Calculating the axial momentum flux terms allows the code to capture the pressure and velocity changes that occur when flow acceleration is significant. This local acceleration can occur by area changes in the flowpath as well as expansion of the coolant due to heat transfer. Inclusion of the momentum flux terms results in non-linear partial differential equations which will be handled in the mathematical model. The normal flow path of the coolant through the core is from the top of the core to the bottom of the core. In the Loss of Forced Circulation (LOFC) accident scenario natural circulation is anticipated to occur during the transient, where the coolant flows from the bottom of the core to the top of the core. Hence, during the LOFC event the coolant flow through the core will initially be relatively large in the normal direction, slow down to stagnation and then change direction. In order for the code to capture this change in flow direction, a hybrid differencing scheme will be used in the axial dimension. The hybrid differencing scheme is a combination of upwind differencing with zero diffusion and central differencing [9].
The application of the subchannel approach to AGREE produces a three-dimensional core represented by a series of cross-connected one-dimensional subchannels. As a visualization aid, a cluster of six graphite-elements is shown in Fig. 1.7 and Fig. 1.8, where each graphite-element is broken up into six individual subchannels and each bypass flowpath is represented as an individual subchannel.

![Figure 1.7: Representative computational domain used in the subchannel approach.](image1)

![Figure 1.8: Top view of computational domain with emphasis on lateral flow junctions (gaps).](image2)

The velocity field is broken up into axial and lateral components. The axial component corresponds to the fluid owing vertically through the core and utilizes a general momentum
transport equation. The lateral component of momentum is aligned normal to the axial component, and an assumption is imposed that the lateral component of fluid flow is only significant near the lateral faces. Hence, the lateral flux terms are assumed to be negligible. The assumption imposed on the lateral momentum equation has its origins in the subchannel codes used successfully for Light Water Reactor (LWR) core thermal-hydraulic analysis, namely the COBRA [11] and VIPRE codes [12]. This assumption greatly simplifies the governing equations by reducing a fully-three-dimensional system to a network of 1-D subchannels and has been applied successfully for LWR analysis where the axial component of the flow is significantly larger than the lateral component of the flow.

**Treatment at Block Interfaces**

The portrayal of lateral flow junctions shown in Fig. 1.8 demonstrates the radial locations of the junctions, but the axial locations of the junctions depend on what is being connected. The lateral junctions that connect bypass channels to adjacent bypass channels are placed at the lateral faces of the control volumes since these gaps are open along the entire length of the graphite block, and therefore do not impose any additional modelling concerns. Crossflow to or from the main coolant occurs at block faces, and therefore occurs at an axial face of a control volume and requires special treatment. Instead of placing a lateral junction at the top or bottom control volume within a graphite block, zero-volume nodes are placed between axially aligned components as shown in Fig. 1.9 and Fig. 1.10.

![Figure 1.9: Illustration of axial components connected through zero-volume nodes.](image-url)
Mathematical Model

Development of the mathematical model occurs in three stages: derivation of the general integral transport equation, application of the integral transport equation to obtain the appropriate balance equations, and discretization of the balance equations to obtain a form amenable to a linear solver. In the paragraph below, a precaution is given to the reader regarding the additional complexity added by the introduction of single-volumes and single-junctions into the model. The computational domain of the mathematical model is represented by subchannels, single-volumes, and single-junctions. A subchannel consists of user specified n volumes with n \( \geq \) 1 internal junctions. Therefore, the internal volumes inside of a subchannel have one inlet junction and one outlet junction, but the first and last volume inside of a subchannel can have an arbitrary number of inlet/outlet single-junctions. Likewise a single-volume can have an arbitrary number of inlet/outlet single-junctions. Hence, the introduction of single-junctions affect the convective term in the balance equations. During the conceptual development of AGREE, this added complexity was dealt with by deriving the appropriate discretizations for each situation that could be encountered [10]. After running actual test cases, it was found that the situations where these complexities arise are always associated with abrupt area changes and required special treatment. This special treatment is discussed in Section 1.3.2

The Field Equations

The field equations are obtained by applying the a generalized integral transport equation to the mass, axial momentum, and energy. The lateral momentum equation is obtained via a local
instantaneous force balance. The procedure to obtain the general integral transport equation is widely available in the literature, and the procedure applied here is taken from Ishii [11]. A general integral balance is obtained by introducing the density \( \rho \), the effux \( J \), and the volumetric source \( S_\phi \) for any variable \( \phi \).

\[
\frac{d}{dt} \int_{CV} \rho \phi dV = - \int_{CS} \vec{n} \cdot \vec{J} dA + \int_{CV} S_\phi dV
\]

Application of the fundamental theorem of calculus to the time derivative results in the following:

\[
\frac{d}{dt} \int_{CV} \rho \phi dV = \frac{\partial}{\partial t} \int_{CV} \rho \phi dV + \int_{CS} \rho \phi \vec{U} \cdot \vec{n} dA
\]

Combining these results, we obtain the general integral transport equation:

\[
\frac{\partial}{\partial t} \int_{CV} \rho \phi dV + \int_{CS} \rho \phi \vec{U} \cdot \vec{n} dA = - \int_{CS} \vec{n} \cdot \vec{J} dA + \int_{CV} S_\phi dV
\]

The integral transport equation can be reduced further to obtain the differential form of the transport equations. Since the code utilizes finite volumes, further reduction of the equations is unnecessary. Next, we apply the integral transport equation to a control volume, shown in Fig. 1.11, and carry out integrations over space and time. Integrating Eq. 1.3 over time:

\[
\int_{CV} \int_{t}^{t+\Delta t} \frac{\partial \rho \phi}{\partial t} dtdV + \int_{t}^{t+\Delta t} \int_{CS} \rho \phi \vec{U} \cdot \vec{n} dAdt = - \int_{t}^{t+\Delta t} \int_{CS} \vec{n} \cdot \vec{J} dAdt + \int_{t}^{t+\Delta t} \int_{CV} S_\phi dV dt
\]

For the representation of the term \( \frac{\partial \phi}{\partial t} \), a single value for \( \phi \) is assumed to prevail through the control volume.
Figure 1.11: Representative control volume (shape is arbitrary)
Conservation of Mass

Since there are no surface or volume sources of mass with respect to a fixed control mass, the efflux and volumetric source terms are zero. \( \Phi = 1, J = 0, S_\Phi = 0 \) Hence, from Eq. 1.9 the continuity equation can be written as:

\[
\frac{A \Delta z}{\Delta t} \rho + \sum_{\text{out}} (\rho uA)_{\text{out}} - \sum_{\text{in}} (\rho uA)_{\text{in}} + \sum_{j} (\rho vS \Delta z)_{j} = \frac{A \Delta z}{\Delta t} \rho^0
\]
Conservation of Energy

An energy balance in term of enthalpy captures the work performed by the fluid across the boundaries of the control volume. The enthalpy transport equation is obtained by introducing the heat efflux and source terms into Eq. 1.9.

In the terms above, the viscous dissipation and the substantial derivative of pressure have been dropped as they have negligible contributions to the energy balance. The resulting enthalpy transport equation is given in Eq. 1.12.

Eq. 1.12 is easily extended to a volume with multiple inlet/outlet junctions, see Eq. 1.13.
Conservation of Axial Momentum
The axial momentum equation is obtained by introducing the surface and body forces. Additionally, the axial momentum equations are solved at the faced of the control volume. Thus the pressures utilized in the axial momentum equation are taken at the centers of the adjacent control volumes. The efflux and source terms are given below.

\[ \phi = u, \quad J_{out}\Delta A_{CS} = (p_{out} - p_{in})A + \left( K + \frac{fl}{D_H} \right) \left( \rho \frac{|u|u}{2} A \right), \quad S_\phi = (\rho A \Delta z) \cos \theta \]

Placing the terms above into Eq. 1.9:

\[
\frac{A \Delta z}{\Delta t} (\rho u) + (\rho u^2 A)_{out} - (\rho u^2 A)_{in} = (p_{in} - p_{ou})A - \left( K + \frac{fl}{D_H} \right) \left( \rho \frac{|u|u}{2} A \right) + (\rho A \Delta z) \cos \theta + \frac{A \Delta z}{\Delta t} (\rho u)^0
\]

Conservation of Lateral Momentum
The lateral momentum equations are obtained by performaning a localilzed instantaneous force balance on the lateral flow junctions. In the resulting equation, Eq. 1.15, the temporal and momentum flux terms drop out.

\[ K \rho \frac{|v|v}{2} = p_{in} - p_{out} \]

Discretization of the Field Equations
In this section the transport equations are placed in a form amenable to a linear solver. The equations to be solved will be the energy equation, linear momentum equation, lateral momentum equation, and pressure correction equation. Although it may appear that the conservation of mass equation is not present, it will be shown to be present in the form of the pressure correction equation. Additionally, in the previous sections the flow across a boundary was specified as either in or out for simplicity. This simplified nomenclature will be insufficient in this section because different quantities are stored at different locations within the computational domain, i.e. fluid properties are stored at the centers of the control volumes,
whereas the velocities are stored at the faces of the control volumes (junctions/gaps). Therefore, in and out will be replaced by iv, ov, ij, and oj for inlet volume, outlet volume, inlet junction, and outlet junction respectively.

Useful Quantities

From the previous paragraph, fluid properties are stored at the control volume centers and the velocities are stored at the faces of the control volumes in junctions and gaps. However, there are quantities that are required for nearly all the transport equations and need to be extrapolated. The calculation of density at the junctions and the mass flow at the volume center are useful quantities and are calculated below.

Junction density is obtained by linear interpolation:

\[
\rho_{ij} = \frac{\rho \Delta z + (\rho \Delta z)_{iv}}{\Delta z + \Delta z_{iv}}
\]

\[
\rho_{oj} = \frac{\rho \Delta z + (\rho \Delta z)_{ov}}{\Delta z + \Delta z_{ov}}
\]

The mass flow rate calculated at the volume center utilizes the above definition and is applicable to a volume with m inlet junctions and n outlet junctions.

\[
F = \frac{1}{2} \left( \sum_{m} (\rho u A)_{oj} + \sum_{n} (\rho u A)_{ij} \right)
\]

Conservation of Energy

The conservation of energy equation is given by Eq. 1.12. To place this equation into an algebraic form, the differentials need to be approximated.

\[
\sum_{out} k A \frac{\partial T}{\partial z} = \sum_{oj} 2k_{oj} A_{oj} \frac{T_{ov} - T}{\Delta z + \Delta z_{ov}}
\]
The equation above leads to the following definitions to simplify the expressions.

\[
D_{h,oj} = \frac{2k_{oj}A_{oj}}{\Delta z + \Delta z_{ov}}
\]

\[
D_{h,ij} = \frac{2k_{ij}A_{ij}}{\Delta z + \Delta z_{iv}}
\]

Next, an approximation needs to be imposed for the enthalpy values that are convected through the faces. As a first approximation, and to aid in the development of the equations, the central differencing scheme will be applied.

\[
h_{oj} = \frac{c_pT\Delta z + (c_pT\Delta z)_{ov}}{\Delta z + \Delta z_{ov}}
\]

\[
h_{ij} = \frac{c_pT\Delta z + (c_pT\Delta z)_{iv}}{\Delta z + \Delta z_{iv}}
\]

Then, the convective terms become the following:

\[
\sum_{out} (\rho u A) = \sum_{oj} \left[ (\rho u A)_{oj} \frac{\Delta z}{\Delta z + \Delta z_{ov}} c_p T \right] + \sum_{oj} \left[ (\rho u A)_{oj} \frac{\Delta z}{\Delta z + \Delta z_{ov}} (c_p T)_{ov} \right]
\]

Eq. 1.24 leads to the following definitions to simplify the expressions.
Using Eq. 1.19 through Eq. 1.26, conservation of of energy, Eq. 1.13, can be written in the discretized form of Eq. 1.27.

\[
F_{oj} = (\rho u A)_{oj}
\]

\[
F_{ij} = (\rho u A)_{ij}
\]

\[
\left[ \frac{\rho A \Delta z}{\Delta t} + \sum_{o} \left( D_{h,oj} + F_{oj} \frac{\Delta z}{\Delta z + \Delta z_{ov}} \right) + \sum_{i} \left( D_{h,ij} - F_{ij} \frac{\Delta z}{\Delta z + \Delta z_{ov}} \right) \right]
\]

\[
= \sum_{o} \left( D_{h,oj} - F_{oj} \frac{\Delta z}{\Delta z + \Delta z_{ov}} \right) c_p T_{ov}
\]

\[
+ \sum_{i} \left( D_{h,ij} + F_{ij} \frac{\Delta z}{\Delta z + \Delta z_{iv}} \right) c_p T_{iv}
\]

\[
+ q'' \xi_H \Delta z - \sum_{j} (\rho c_p T v S \Delta z)_j + \frac{\rho A \Delta z}{\Delta t} (c_p T)^0
\]

For implementation, conservation of energy is expressed as Eq.1.28.

\[
a_T T = \sum_{ov} a_{T,ov} T_{ov} + \sum_{iv} a_{T,iv} T_{iv} + b_T
\]

with,
It must be stated again that the above discretization is for central differencing, and has one large drawback. Namely, central differencing can become unstable for large flow rates. This can be seen by understanding that all coefficients, given by Eq. 1.29, must be positive to ensure numerical stability. For this condition to be satisfied, the following criterion must be satisfied for central differencing to be stable.

\[
a_T = \left[ \frac{\rho A \Delta x}{\Delta t} + \sum_{ov} \left( \frac{aT_{ov}}{c_{p,ov}} + F_{oj} \right) + \sum_{iv} \left( \frac{aT_{iv}}{c_{p,iv}} - F_{ij} \right) \right] c_p
\]

\[
b_T = q'' \xi_H \Delta z - \sum_j (\rho c_p T v S \Delta z)_j + \frac{\rho A \Delta z}{\Delta t} (c_p T)^0
\]

It must be stated again that the above discretization is for central differencing, and has one large drawback. Namely, central differencing can become unstable for large flow rates. This can be seen by understanding that all coefficients, given by Eq. 1.29, must be positive to ensure numerical stability. For this condition to be satisfied, the following criterion must be satisfied for central differencing to be stable.

\[
P_{e_{oj}} < \frac{\Delta z + \Delta z_{ov}}{\Delta z_{ov}}
\]

Where \( P_{e_{oj}} = F_{oj}=Doj \) is the volume Peclet number and represents the relative ratio of convection to diffusion. As most of the flows this code is being design to analyze are strongly convective, the fine mesh size required to achieve stability with central differencing is not acceptable. A better approach is to use hybrid differencing, which is a combination of central differencing and zero diffusion upwind differencing [9]. The application of hybrid differencing at this stage is a simple matter. Eq. 1.28 remains unchanged. Only the coefficients in Eq. 1.29 need to be updated to reflect the hybrid differencing scheme as shown below.
Conservation of Axial Momentum

Treatment of the axial momentum equations follows the same approach as the energy equation, but there is a notable difference. There is no axial diffusion term so central differencing is unconditionally unstable for axial momentum. Thus, equations are derived for upwind differencing. The conservation of axial momentum equation for a typical junction is given by Eq. 1.14. The algebraic approximation of this equation for flow in the normal direction is given by Eq. 1.32.

\[
\begin{align*}
    a_{T,ov} &= \max \left\{ 0, D_{h,ov} - F_{oj} \frac{\Delta z}{\Delta z + \Delta z_{ov}}, -F_{oj} \right\} \\
    a_{T,iv} &= \max \left\{ F_{ij}, D_{h,ij} + F_{ij} \frac{\Delta z}{\Delta z + \Delta z_{ov}}, 0 \right\} c_{p,iv} \\
    a_T &= \left[ \frac{\rho A \Delta x}{\Delta t} + \sum_{ov} \left( \frac{a_{T,ov}}{c_{p,ov}} + F_{oj} \right) + \sum_{iv} \left( \frac{a_{T,iv}}{c_{p,iv}} - F_{ij} \right) \right] c_p \\
    b_T &= q'' \xi_H \Delta z - \sum_j \left( \rho c_p T v S \Delta z \right)_j + \frac{\rho A \Delta z}{\Delta t} (c_p T)^0
\end{align*}
\]

The algebraic approximation of Eq. 1.14 for flow in the reverse direction is given by Eq. 1.33.

\[
\left[ \frac{\rho A \Delta z}{\Delta t} + F_{ov} + \left( K + \frac{f l}{D_H} \right) \left( \frac{\rho |u|}{2} A \right) \right] u \\
= F_{iv} u_{ij} + (p_{iv} - p_{ov}) A + \rho A \Delta z g \cos \theta + \frac{\rho A \Delta z}{\Delta t} u^0
\]
Eq. 1.32 and Eq. 1.33 can be combined into a generalized upwind expression given by Eq. 1.34.

\[
\frac{\rho A \Delta z}{\Delta t} - F_{iv} + \left( K + \frac{f l}{D_H} \right) \left( \rho \frac{|u|}{2} A \right) u \\
= -F_{ov} u_{oj} + (p_{iv} - p_{ov}) A + \rho A \Delta z g \cos \theta + \frac{\rho A \Delta z}{\Delta t} u^0
\]

\[
a_u u = a_{u,oj} u_{oj} + a_{u,ij} u_{ij} + (p_{iv} - p_{ov}) A + b_u
\]

\[
a_{u,oj} = \max \left\{ 0, -F_{ov} \right\}
\]

\[
a_{u,ij} = \max \left\{ F_{iv}, 0 \right\}
\]

\[
a_u = \frac{\rho A \Delta z}{\Delta t} + a_{u,oj} + a_{u,ij} + (F_{ov} - F_{iv}) + \left( K + \frac{f l}{D_H} \right) \left( \rho \frac{|u|}{2} A \right)
\]

\[
b_u = \rho A \Delta z g \cos \theta + \frac{\rho A \Delta z}{\Delta t} u^0
\]

Special Models

In modeling the actual reactor core, several abrupt area changes occur. Typical upwind differencing of the momentum equation is not capable of capturing Bernoulli’s equation in the presence of an abrupt area change. As shown in Appendix A, an additional source needs to be added on the right hand side in order to preserve stagnation pressure with an abrupt area change. For practical problems, this additional source hinders convergence. An alternative solution is to treat the abrupt area change as a localized instantaneous change that satisfies the steady-state energy balance equations. Such an approach is taken in RELAP5 [12], and is utilized in AGREE for treatment at abrupt area changes and at the edges of block faces.
Expansion/Contraction

The special treatment is for a generalized contraction, consisting of multiple up-stream junctions, shown in Fig. 1.12, requires the definition of an effective upwind area. The effective upwind area of the junction is calculated as shown in Eq. 1.36, where $W$ is the mass flow rate:

![Figure 1.12: Visualization of a generalized contraction/expansion in AGREE](image)

$$A_{eff} = \max \left\{ A_{ov}, \left| \frac{W_j}{W_{iv}} \right| A_{iv} \right\}$$

Using the definition for $A_{eff}$, the discretization for the junction is derived from a mechanical energy balance:

$$(p + \frac{1}{2}\rho u^2)_{iv} = (p + \frac{1}{2}\rho u^2)_{ov}$$

Treating the fluid as incompressible, continuity gives Eq. 1.38, where $\epsilon = A_{ov}/A_{eff}$

$$u_{iv} = u_{ov}\epsilon$$

rearranging,

$$p_{iv} - p_{ov} = \frac{1}{2}(1 - \epsilon^2)\rho u_{ov}^2$$

Introducing the additional loss and source terms, we arrive at the discretized equation given by Eq. 1.40.
The development for a generalized expansion is completely analogous. Further more, the equations derived for the generalized contraction exactly reproduce the result for a generalized expansion when the flow is revered. Which is shown in the verification tests.

Expansion/Contraction with Crossflow

At block interfaces, the possibility of an abrupt area change with cross flow can occur. This situation is depicted in Fig. 1.13 and requires the introduction of three additional discretizations: junction type 10 which is located upstream of a zero volume node; junction type 11 which is located downstream from a zero volume node and associated with a contraction, and junction type 12 which is located downstream from a zero volume node and associated with a contraction.

Figure 1.13: Visualization of junctions at an abrupt area change with crossflow.
Starting with the junction type 10/11 combination, the local instantaneous mechanical energy balance in the forward direction gives:

\[
p_{iv} - p_{ov} = \frac{1}{2}(1 - \epsilon^2)\rho u_{10}^2
\]

\[
(p_{iv} - p_{ov})A_{10} = \frac{1}{2}(1 - \epsilon^2)(\rho u_{10}A_{10})u_{10}
\]

\[
p_{iv} - p_{ov} = \frac{1}{2}\rho(u_{11}^2 - u_{10}^2)
\]

\[
(p_{iv} - p_{ov})A_{11} = \frac{1}{2}(\rho u_{11}A_{11})u_{11} - \frac{1}{2}(\rho u_{10}A_{11})u_{10}
\]

\[
= \frac{1}{2}(\rho u_{11}A_{11})u_{11} - \frac{1}{2}(\rho u_{10}A_{10})u_{10}
\]

The local instantaneous mechanical energy balance for the junction type 10/11 combination in the reverse direction gives:

\[
p_{ov} - p_{iv} = \frac{1}{2}\rho\epsilon^2 u_{10}^2 - \frac{1}{2}\rho u_{11}^2
\]

\[
\left(-\frac{1}{2}\rho\epsilon^2 u_{10}A_{10}\right)u_{10} = \left(-\frac{1}{2}\rho u_{11}A_{11}\right)u_{11} + (p_{iv} - p_{ov})A_{10}
\]

For flow in the reverse direction, junction type 11 does see any expansion, contraction, or crossflow. Combining Eq. 1.43, Eq. 1.45, and Eq. 1.47, a generalized discretization can be obtained as in Eq. 1.48 for a junction of type 10, and Eq. 1.50 for a junction of type 11.

\[
a_{u,10}u_{10} = a_{u,11}u_{11} + (p_{iv} - p_{ov})A + b_u
\]
with,

\[ a_{u,10} = \max \left\{ \frac{1}{2}(1 - \varepsilon^2)W, -\frac{1}{2}\varepsilon^2 W \right\} + \left( K + \frac{fl}{D_H} \right) \left( \rho \frac{|u|}{2} A \right) \]

\[ a_{u,11} = \max \left\{ 0, -\frac{1}{2}W_{11} \right\} \]

\[ b_u = \rho A \Delta z g \cos \theta \]

\[ a_{u,11} u_{11} = a_{u,10} u_{10} + (p_{iv} - p_{ov}) A + b_u \]

Repeating this process with the junction type 10/12 combination results in the same discretization for junction type 10 and the discretization for junction type 12 given by Eq. 1.52.

\[ a_{u,12} u_{12} = a_{u,10} u_{10} + (p_{iv} - p_{ov}) A + b_u \]

With
The pressure correction equation is obtained by introducing the momentum equations into the conservation of mass equation. The addition of special models to handle abrupt area changes and crossflows do not impact the form of the pressure correction equation. Therefore a single general pressure correction equation can be obtained which is applied to all volumes within the computational domain. The derivation of the pressure correction equation begins with a generalized conservation of mass equation and conservation of momentum equations.

\[ a_{u,12} = \max \left\{ \frac{1}{2} \epsilon^2 W, -\frac{1}{2}(1 - \epsilon^2)W \right\} + \left( K + \frac{fl}{DH} \right) \left( \rho \frac{|u|}{2} A \right) \]

\[ a_{u,10} = \max \left\{ \frac{1}{2} W_{10}, 0 \right\} \]

\[ b_u = \rho A \Delta z g \cos \theta \]

Pressure Correction Equation

The pressure correction equation is obtained by introducing the momentum equations into the conservation of mass equation. The addition of special models to handle abrupt area changes and crossflows do not impact the form of the pressure correction equation. Therefore a single general pressure correction equation can be obtained which is applied to all volumes within the computational domain. The derivation of the pressure correction equation begins with a generalized conservation of mass equation and conservation of momentum equations.

\[ \frac{A \Delta z}{\Delta t} \rho + \sum_{o_j} (\rho u A)_{o_j} - \sum_{i_j} (\rho u A)_{i_j} + \sum_j (\rho v S \Delta z)_{i_j} = \frac{A \Delta z}{\Delta t} \rho^0 \]

\[ a_u u = \sum_{o_j} a_{u,o_j} u_{o_j} + \sum_{i_j} a_{u,i_j} u_{i_j} + (p_{iv} - p_{ov}) A + b_u \]

\[ a_v v = (p_{iv} - p_{ov}) A \]

Next, split the pressure and velocities into a guess value and a correction value, as shown below where the starred quantities represent the guessed value.
Place the pressure and axial velocity into the axial momentum equation.

\[ p = p^* + p' \]

\[ u = u^* + u' \]

\[ v = v^* + v' \]

The guessed velocity field satisfies the guessed pressure field with the corresponding source. Therefore, the velocity correction equation reduces to Eq. 1.59.

\[ a_u(u^* + u') = \sum_{o,j} a_{u,o_j}(u^*_{o_j} + u'_{o_j}) + \sum_{i,j} a_{u,i_j}(u^*_{i_j} + u'_{i_j}) + \left[(p^*_{iv} + p'_{iv}) - (p^*_{ov} + p'_{ov})\right]A + b_u \]

Next, the fundamental simplifying step of the SIMPLE algorithm is performed. The velocity correction terms in the inlet and outlet junctions are dropped.

\[ a_uu' = \sum_{o,j} a_{u,o_j}u'_{o_j} + \sum_{i,j} a_{u,i_j}u'_{i_j} + (p'_{iv} - p'_{ov})A \]

\[ a_uu' = (p'_{iv} - p'_{ov})A \]

\[ u' = d_u(p'_{iv} - p'_{ov}) \]

Similarly for the lateral momentum equation
The final step is to expand the conservation of mass equation in terms of the guessed and corrected values, and then replace the velocity correction terms with the pressure correction terms using Eq. 1.61 and Eq. 1.62.

\[ v' = d_v (p_{iv}' - p_{ov}') \]
\[ \frac{A \Delta z}{\Delta t} \rho + \sum_{o_j} (\rho A)_{o_j} (u_{o_j}^* + u_{o_j}') - \sum_{i_j} (\rho A)_{i_j} (u_{i_j}^* + u_{i_j}') + \sum_{j} (\rho S \Delta z) (v_j^* + v_j') = \frac{A \Delta z}{\Delta t} \rho^0 \]

\[ \sum_{o_j} (\rho A)_{o_j} u_{o_j}' - \sum_{i_j} (\rho A)_{i_j} u_{i_j}' + \sum_{j} (\rho S \Delta z) v_j' = \frac{(\rho^0 - \rho) A \Delta z}{\Delta t} + \sum_{i_j} (\rho A)_{i_j} u_{i_j}^* \]

\[ - \sum_{o_j} (\rho A)_{o_j} u_{o_j}^* - \sum_{j} (\rho S \Delta z) v_j^* \]

\[ p' \sum_{o_j} (\rho A d)_{o_j} - \sum_{o_j} (\rho A d)_{o_j} p_{o v}' - \sum_{i_j} (\rho A d)_{i_j} p_{i v}' + p' \sum_{i_j} (\rho A d)_{i_j} + p' \sum_{j} (\rho S \Delta z)' - \sum_{j} (\rho S \Delta z)' p_{o v}' \]

\[ = \frac{(\rho^0 - \rho) A \Delta z}{\Delta t} + \sum_{i_j} (\rho A)_{i_j} u_{i_j}^* \]

\[ - \sum_{o_j} (\rho A)_{o_j} u_{o_j}^* - \sum_{j} (\rho S \Delta z) v_j^* \]

The pressure correction equation is then simplified to Eq. 1.66
With,

\[ a_p p' = \sum_{ov} a_{p,ov} p'_{ov} + \sum_{iv} a_{p,iv} p'_{iv} + \sum_{j} a_{p,j} p'_{ov} + b_p \]

\[ a_{p,ov} = (\rho A d)_{o_j} \]

\[ a_{p,iv} = (\rho A d)_{i_j} \]

\[ a_{p,j} = (\rho S \Delta z d)_{j} \]

\[ b_p = \frac{(\rho^0 - \rho) A \Delta z}{\Delta t} + \sum_{ij} (\rho u^* A)_{ij} - \sum_{o_j} (\rho u^* A)_{o_j} - \sum_{j} (\rho v^* S \Delta z) \]

Implementation of Boundary Conditions

The user of the code will be capable of specifying fluid mass flow rates and thermo- dynamic conditions at appropriate locations within the model as a function of time. The ability to specify the mass flow rate is accomplished by using a single-junction and introducing information tables. The single-junction is similar to an individual junction within a subchannel, but the user has the ability to specify the mass flow rate through the junction as a function of time. Mass flow rate through the single-junction is obtained by linearly interpolating data from within the information table. The ability to specify thermodynamic conditions within the model is accomplished by introducing single-volumes and utilizing information tables. The single-volume is similar to an individual volume within a subchannel, but the pressure and temperature within the volume can be specified as a function of time. Pressure and temperature within the single-volume are obtained by linearly interpolating data from within the information table.
Constitutive Equations

Fluid Properties

The properties of helium are hardcoded into the code for convenience. In addition, the user has the option of specifying a constant property fluid. Material properties for Helium are obtained using equations from Petersen [13] (also available in KTA 3102.1 [14]). These equations are provided below for completeness and are valid for pressures ranging from 1 bar to 100 bar and from temperatures ranging from 293 K to 1773 K [14].

Density of Helium

\[ \rho = 48.14 \frac{p}{T} \left(1 + 0.4446 \frac{p}{T^{1.2}}\right)^{-1} \]

Darcy Friction Factors

Darcy friction factors are utilized to calculate the major head loss in a turbulent ow. These friction factors are obtained using the formula from Churchill [15] provided below.

\[ f = 8 \left[ \left( \frac{8}{Re} \right)^{12} + \frac{1}{(A + B)^{3/2}} \right]^{1/12} \]

\[ A = \left[ 2.457 \ln \left( \frac{7}{Re} \right)^{0.9} + \frac{0.27\varepsilon}{D} \right]^{16} \]

\[ B = \left( \frac{37530}{Re} \right)^{16} \]

Gap Loss Coefficients

The primary gas loss model utilized in AGREE is the model provided by Kaburaki and Takizuka [16]. Kaburaki and Takizuka performed an experimental study of leakage flows between HTGR fuel blocks, and developed a correlation for the gap loss coefficient which can be manipulated to
give the form in Eq. 1.78, where $L_{gap}$ is the at length of a hex block in meters, $\delta$ is the size of the gap in meters, and $Re$ is the Reynolds number of the flow through the gap.

$$K_{gap} = 36L_{gap}^2 \left( \frac{0.67}{\delta Re} + 3.13 \right)$$

Verification Efforts

Several verification calculations have been performed and can be grouped into three distinct sections. The first section consists of simple calculations of steady-state incompressible flow in a pipe, where exact analytic solutions exist. The results are compared against a hand calculation to verify the correction implementation of the body and friction forces. The second section consists of solutions for abrupt area changes with and without crossflow. These calculations are compared against hand calculations to verify the correct implementation of the special models. The third section is a multichannel transient of a flow reversal and is qualitative in nature. The results of the calculation are observed to verify that the transient solver produces results in physical behavior that is qualitatively correct.

1-D Pipe

A 1-D pipe problem is fabricated with the parameters given in Table 1.1, which result in a calculated Reynolds number of $Re = 107$, and an associated Darcy friction factor of $f = 0.00815$ for a smooth pipe. The resulting pressure profiles, tabulated in Table 1.2 and shown in Fig. 1.14, are in agreement with the exact solution.

<table>
<thead>
<tr>
<th>Table 1.1: 1-D pipe verification problem parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
</tr>
<tr>
<td>$u$</td>
</tr>
<tr>
<td>$\mu$</td>
</tr>
<tr>
<td>$p_{out}$</td>
</tr>
<tr>
<td>Length</td>
</tr>
<tr>
<td>Diameter</td>
</tr>
</tbody>
</table>
The fabricated 1-D pipe problem is extended in the following sections to test the special models used to handle abrupt area changes and crossflow.

Abrupt Area Change
For the abrupt area change, the calculation parameters given in Table 1.1 are largely the same, with the exception that the pipe is lengthened and an expansion that doubles the pipe diameter is inserted into the middle of the original pipe. The results are shown for forward and reverse flows in Fig. 1.15 and Fig. 1.16 respectively and are in agreement with the exact solution. It is noted that two cases were run in AGREE. In AGREE-1, the abrupt area change is across two different sized channels. In AGREE-2, the abrupt area change occurs coincident with a zero volume node.

Figure 1.15: Verification calculation for abrupt area change model(forward)
Crossflow

For the cases with crossflow, two identical channels are merged together. Three cases are tested: no area change; a contraction coincident with crossflow; and an expansion coincident with crossflow. The results are shown for forward and reverse flows in Fig. 1.17 and Fig. 1.18 respectively and are in agreement with the exact solution.
Figure 1.17: Verification of crossflow (forward)

Figure 1.18: Verification of crossflow (reverse)
Flow Reversal Transient

In order to verify the proper behavior of the transient solver, a multichannel transient is fabricated where the steady-state solver is used in the forward direction and then the pressure boundary conditions are flipped and a transient is run in the reverse direction. The problem consists of six identical channels and is shown in Fig. 1.19 with the pressures in the inlet and outlet volumes, specified as a function of time, are shown in Fig. 1.20. The resulting pressure profiles, shown in Fig. 1.21, demonstrate that the achieved steady-state profile in the reverse direction is in agreement with the forward steady-state profile and the pressure wave propagation demonstrates physical behavior.

Figure 1.19: Flow reversal transient verification problem
Figure 1.20: Inlet and outlet pressures for flow reversal transient

Figure 1.21: Results of reversal transient calculation

Validation Efforts
The validation calculations are grouped into two sections. In the first section, a calculation of the bypass flow tests performed by Kaburaki and Takizuka [16] is performed and the resulting pressure profile is compared against the data published in the literature. In the second section, a much more comprehensive set of validation calculations are performed and compared against experimental data and obtained from Seoul National University (SNU). The SNU results are also compared against other codes/methods for contrast.

Kaburaki and Takizuka

The calculation is performed for a bypass flow test performed by Kaburaki and Takizuka [16] and represents four full size HTTR fuel elements surrounded by a metal shroud that simulates a 1-mm bypass flow gap with a crossflow gap imposed between the 2nd and 3rd fuel element, see Fig. 1.22. To perform the calculation an initial analytic study was performed to obtain simulation parameters from the data. Kaburaki and Takizuka measured the mass flow rate to be 182 g/s. Using the measured mass flow rate and the pressure drop at the interface between the 3rd and 4th blocks, the form loss coefficient for the combined expansion/contraction is calculated to be approximately 0.3. The pressure drop at the entrance due to fluid acceleration and the entrance loss coefficient is obtained utilizing the value of 9% for the bypass ow, which had been determined by Kaburaki and Takizuka using a flow network calculation. An entrance form loss coefficient of 0.4 is obtained from the calculation. In a manner similar to the original work of Kaburaki and Takizuka, the hydraulic diameter is adjusted to consider the effect of the insertion of the pressure tube. In combination with a friction factor obtained for a smooth pipe, a hydraulic
diameter of 1.6 cm is found to produce a satisfactory slope for the pressure profile. For the flow between the block and shroud, the pressure drop is obtained using the analytic solution for laminar flow between parallel plates given by Eq. 1.79, where $u$ is the mean velocity of the fluid, $l$ is the friction length, and $t$ is the gap thickness. The Reynolds number in bypass flow channel has been calculated to be 1730.

$$\Delta p = \frac{12\mu u}{t^2} l$$

The results from the analysis with AGREE are shown in Fig. 1.23. A mass flow rate of 182 g/s with a bypass flow of 11.3% is calculated. The bypass flow over-predicts the 9% value stated by Kaburaki and Takizuka, which was obtained by a flow network calculation, by 2.3%. The data from Kaburaki and Takizuka does not include any information regarding uncertainty in the measurements; therefore, it is difficult to make statements regarding the accuracy of the calculation in regard the physical data. However, it can be observed that the pressure profile in the main coolant and bypass flow channels produced by the AGREE calculation demonstrate the same physical trends as observed in the experimental data. In particular, the large pressure drop attributed to the flow acceleration at the entrance to each flow channel is observed and appears to be correct in magnitude. The major friction losses within the flow channels appear to match the profiles well, where the Churchill correlation is used to obtain the friction factor within the
turbulent regime found in the main coolant channel, and laminar flow is observed in the bypass channel. Stagnation in the bypass channel and the resulting flow acceleration that results from the merging crossflow into the main coolant channel is observed and appears to be correct in magnitude.

Figure 1.23: AGREE calculation of bypass flow experiment of Kaburaki and Takisuka

SNU Bypass Flow Tests

In order to understand the bypass flow behavior and to generate an experimental database for the validation of computer codes, a series of experiments were performed at Seoul National University (SNU) using atmospheric air [17, 18, 19, 20, 21, 22, 23]. The numerical calculations using the AGREE code is compared against other codes and with the measured data in this section. The bypass flow experiments at SNU are classified into three phases and discussed below.

It will be mentioned here that at the time these calculations were originally performed, not all of the features currently available in AGREE were present. The features that impact these calculations are the special models (see Section 1.3.2) that were implemented as a consequence of the phase III results, and the card based input structure that removes the input limitations discussed in some of the tests. The results presented for phase I reflect the current state of
AGREE, but the results for phase II and phase III represent a version of the code that does not include the aforementioned code features.

SNU Bypass Flow Test - Phase I

Instead of entire prismatic core, the bypass flow phase I experiment at SNU focused on a triangular unit cell of the core. As shown in Fig. 1.24, the unit cell is a regular triangle section that is formed by connecting the center points of three hexagonal blocks in the core. The main phenomenon captured in the phase I experiment was the flow split between the coolant channel and the bypass gap. Three sizes of bypass gaps (i.e., 1, 3, 5 mm) were used to examine the effect. Cross flow was not considered in the phase I experiment. The facility used in the phase I experiment is shown in Fig. 1.25. It is an open-loop facility. The working fluid was atmospheric air at room temperature. The total length and width of the experimental facility were 7.75 m and 1.40 m, respectively. The length of the test block was 79 cm, and the cross section of the test section was an equilateral triangle of 43 cm. 1/3 section of the triangle has 23 coolant holes in the case of fuel block. The test section and test blocks were made of acryl. The air flow rates were measured at the inlet of the blower and each flow measuring tube, which was installed at the downstream of the coolant channel flow of the individual test block. The bypass flow was determined by the subtraction of the coolant channel flow from the inlet flow. More detailed description of the phase I experiment is available in Refs. [17, 18, 19]. Among various block combinations considered in the experiment, F3 case having three fuel columns with different gap sizes and mass flow rates was selected for the present study since smaller uncertainties were expected in F3 case.

Table 1.3: Comparison of calculated and measured bypass flow fractions for SNU phase I experiment

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Gap size (mm)</th>
<th>Mass Flow-rate (kg/s)</th>
<th>Bypass Flow (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1F3W1</td>
<td>1</td>
<td>0.1801</td>
<td>1.19</td>
</tr>
<tr>
<td>G1F3W1</td>
<td>3</td>
<td>0.1863</td>
<td>4.75</td>
</tr>
<tr>
<td>G1F3W1</td>
<td>5</td>
<td>0.1911</td>
<td>10.99</td>
</tr>
<tr>
<td>G1F3W2</td>
<td>1</td>
<td>0.3736</td>
<td>1.39</td>
</tr>
<tr>
<td>G1F3W2</td>
<td>3</td>
<td>0.3843</td>
<td>4.89</td>
</tr>
<tr>
<td>G1F3W2</td>
<td>5</td>
<td>0.3878</td>
<td>10.46</td>
</tr>
<tr>
<td>G1F3W3</td>
<td>1</td>
<td>0.5560</td>
<td>1.22</td>
</tr>
<tr>
<td>G1F3W3</td>
<td>3</td>
<td>0.5700</td>
<td>4.46</td>
</tr>
<tr>
<td>G1F3W3</td>
<td>5</td>
<td>0.5802</td>
<td>10.70</td>
</tr>
</tbody>
</table>

Existing CFD calculations by SNU [19] and Argonne National Laboratory (ANL) [25] and GAMMA+ calculations [24] are available and are provided to show the relative accuracy of AGREE. CFX and STAR-CD are commercial computational fluid dy-
dynamics codes. GAMMA+ is a VHTR system code that models the reactor on a scale similar to AGREE [26, 27, 28]. The tabulated results, shown in Table 1.3, show that the results from AGREE compare well with experiment. The results for all codes do not demonstrate any clear bias when compared against experimental data, i.e. bypass owrates are over-predicted for some cases and under-predicted for others. It is noted that the tabulated results make no statement in regards to uncertainty in experimental data or computation.

SNU Bypass Flow Test - Phase II

A schematic of the bypass flow phase II experiemnt is shown in Fig. 1.26. The layout of the phase II facility is similar to that of the phase I except the test section. The test section of the phase I experiment consisted of a single layer without any gaps. Therefore, multi-block effects such as cross-ow phenomenon or lateral ow around block periphery, could not be examined in the phase I experiment. In order to investigate such multi-block effects, multi-column and multi-layer test sections were fabricated in the phase II experiment. In other words, cross ow behavior between the bypass gap and the coolant channel as well as lateral ow behavior around the bypass gaps were the focus in the phase II experiment. The test section for the phase II experiment is shown in Fig. 1.27. The phase II experiments utilized three types of test sections. The cross-sections of these test sections are shown in Fig. 1.28. Additionally, an acrylic test block and the coolant hole geometry are shown in Fig. 1.29 and Fig. 1.30 respectively. Each test section represents different combinations of two types of test blocks (e.g., fuel and reactor type blocks). The test section of the experiment consists of three layers and 11 columns of acrylic test blocks. Each layer includes three hexagonal blocks in the middle row, on each side of which there are two pentagonal and rectangular blocks. The dimension of the test block was scaled down to one-third of the real block. The at-to-at width and height of the hexagonal test block were 120mm and 264mm, respectively. The bypass gap size was fixed to be 2mm. Three cross ow gap sizes of 0, 1 mm, and 2 mm were tested. The inlet mass ow rate of the test section and outlet mass ow rate of each block column were measured to evaluate the bypass ow fraction. In contrast to the phase I experiment, the local pressure distribution was measured in the phase II along the bypass gap channel. As shown in Fig. 1.31, a total of 14 pressure taps were installed on the both side walls of the test section along the central bypass gap. More detailed descriptions of the phase II experiment are available in Refs. [18, 20].

Among various cases of the phase II experiment, six cases were considered for AGREE validation. The considered cases are summarized in Table 1.4. The geometry of the coolant holes and bypass gaps was modeled in detail. Five coolant holes in the pentagonal test block were modeled by four coolant holes to match the cross ow junctions. Fig. 1.32 shows the axial nodalization for the AGREE calculations. Due to the input limitations of AGREE at the time of the calculations, the region downstream of the coolant channels (which consists of the mixing chamber and the measuring tube) cannot be modeled. Therefore, the form loss factor was applied.
to consider the flow resistance after exiting the coolant channels of the test section. The form loss factor was adjusted by the case without the cross flow gap.

Table 1.4: Phase II experiments considered for AGREE validation

<table>
<thead>
<tr>
<th>Test case</th>
<th>Test section (see Fig. 1.28)</th>
<th>Mass flow rate (kg/s)</th>
<th>Gap Size (mm)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3CG0L</td>
<td>F3</td>
<td>0.4226</td>
<td>0</td>
<td>[18, 22, 29, 30]</td>
</tr>
<tr>
<td>F3CG0H</td>
<td>F3</td>
<td>0.5729</td>
<td>0</td>
<td>[18, 20, 22]</td>
</tr>
<tr>
<td>F3CG2L</td>
<td>F3</td>
<td>0.4179</td>
<td>2</td>
<td>[18, 22, 29, 30]</td>
</tr>
<tr>
<td>F3CG2H</td>
<td>F3</td>
<td>0.5628</td>
<td>2</td>
<td>[18, 20, 22]</td>
</tr>
<tr>
<td>F1CG0</td>
<td>F1</td>
<td>0.1783</td>
<td>0</td>
<td>[18, 22]</td>
</tr>
<tr>
<td>F1CG2</td>
<td>F1</td>
<td>0.1775</td>
<td>2</td>
<td>[18, 22, 29]</td>
</tr>
</tbody>
</table>

Fig. 1.33 through Fig. 1.38 show the results of the AGREE calculations for the phase II experiment. The results are compared with the measured values. The existing CFX and GAMMA+ results are provided for the cases that are available in the literature. Fig. 1.33 shows the AGREE result for the F3CG0L case. In order to obtain the best fit of the experimental data, the form loss factor at the outlet of the coolant channel was adjusted to be 4.5, which is utilized for all cases utilizing the F3 test section. With the same form loss factor, a good agreement is found for the F3CG0H case, results shown in Fig. 1.34, which has the flow rare increased 36%.
3.2 HTR Heat Transfer Model in AGREE

This subsection will describe the Heat Transfer model developed and implemented in AGREE.

The control volume used to apply the triangular finite volume method is shown in Fig. 5.

By considering a simple steady state conduction equation and applying the method as follows, the resulting discrete equation for the node of the control volume can be obtained.

\[ \nabla \cdot J = S \]

\[ J = -k \nabla T \]
\[ \int_V \nabla \cdot J \, dV = \int_V S \, dV \]

\[ \int_A J \cdot dA = \int_V S \, dV \]

\[ \sum_{f} J_f \cdot A_f = S \Delta V \]

\[ J_f \cdot A_f = -k_f A_f \left( \frac{\partial T}{\partial \xi} \right)_f \]

In the case of HTGRs, the interface between the neighboring triangles is not always continuous solid. The gaps between the hexagonal blocks create extra heat resistance. So the form of the discrete equation can be represented as follows.

\[ k_f A_f \left( \frac{T_0 - T_{so}}{2} \right)_f = \frac{T_0 - T_{so}}{R_0} \]

\[ k_f A_f \left( \frac{T_1 - T_{s1}}{2} \right)_f = \frac{T_1 - T_{s1}}{R_1} \]

\[ k_f A_f \left( \frac{\partial T}{\partial \xi} \right)_f = \frac{T_0 - T_1}{R_0 + R_1 + R_{ex}} \]

**Verification of Heat Transfer with COMSOL Comparison**

As shown in Figure 8, an MHTGR 2-D, one twelfth core model was built with COMSOL. The model contains 5.5 fuel assemblies where all the fuel and coolant channels are explicitly defined. A surface-to-surface radiation model is applied to the coolant holes, reserve shutdown channels, control rod holes and the gap between the core barrel and reactor pressure vessel. In order to take
into account the heat transfer in the gaps between the blocks, between the permanent side reflector and core barrel and between the fuel compact and fuel channel wall, this thermally resistance layers were used.

Fig. 9: COMSOL model of MHTGR.

The temperature profile from the COMSOL solution is depicted in Fig. 10. The comparison between COMSOL and AGREE is done on the average hexagonal block and average fuel block triangle temperatures.
Fig. 10: COMSOL Solution.

The numbering scheme for the comparison is presented in Figure 11. The results of the AGREE/COMSOL comparison is shown in Figure 12-13.

Fig. 11: Numbering Scheme for comparisons
Fig. 12: Reflector Block Temperatures.
As it is seen from the comparisons, AGREE produces result that agree well with a very fine mesh COMSOL model. The COMSOL model requires 10.2 GB of memory and about 30 minutes runtime. On the other hand AGREE requires only a few megabytes of memory and runtime of a few seconds.

Fig. 13: Fuel Block Triangle Temperatures.
Studies performed on the prismatic HTGR show that information from a low-order diffusion solution passed to a smaller high-fidelity model is able to capture the appropriate higher-order spatial solution that is normally achieved with the full high-fidelity model. This work was motivated by the inability of the low-order solution to accurately approximate the hot spots within the prismatic core. Thus, it focused on the pin powers of a prismatic fuel assembly [1].

This study investigates the use of this methodology in a region of interest for the HTTR: the instrument/irradiation tubes where measurements were taken at core startup. This is a region near the core edge with three empty instrument tubes used to axially lower measurement equipment for startup measurements and future irradiations. Figure 1 highlights the location of one of these regions in the core.

![Figure 1. Location of the region of interest in the HTTR core. The instrument tubes are not shown. The other three-hole assemblies are control rod drive holes.](image)

**Core Modeling and Multiscale Method**

We will use TRIPEN [2] to provide the low-order nodal solution and will pass information to a high-fidelity model in MCNP5 [3] by way of albedo boundary conditions. MCNP5 will then be run as a simple kcode problem. An alternative way of passing the necessary information by incident angular flux offers no better accuracy and requires significantly more work [1].

The albedo is defined as the ratio of the outgoing current to the incoming current. It is calculated as is traditionally done in diffusion theory:

$$J_g^{\text{out}} \approx \phi_g + 2J_g^{\text{net}},$$
Generally, the albedos form a matrix of size $G \times G$, where $G$ is the number of energy groups. Neutrons leaving in one energy group can reenter in another. However, we simplify the albedo matrix by only considering the diagonal elements; neutrons leave and reenter in the same energy group [1]. This simplifies the implementation of the albedo boundary condition in MCNP5.

We use the same TRIPEN 26 energy group structure in passing albedo boundary conditions to the MCNP5 model. The behavior of a neutron follows: upon leaving via an albedo boundary, its energy remains the same, its direction is changed according to a specular reflection, and its weight is augmented by the defined albedo for that boundary and group

$$\alpha_g = \frac{j_{gout}^{in}}{j_{g}^{in}}.$$  

The albedo boundary conditions are defined on the boundaries of a smaller MCNP5 model. The volume between the region of interest and the albedo boundary condition is defined as the buffer region. In passing through this buffer region, neutrons theoretically should regain the high-order effects that are lost during the low-order approximation via use of the albedo boundary condition. Thus, the solution is expected to improve as the buffer region is enlarged.

Figure 2 shows a diagram of one assembly in the MCNP5 model. The core layout is as shown in Figure 1. Axially, the model has reflective boundary conditions on the top and bottom of a single assembly; an infinite axial lattice of assemblies. The TRIPEN model was built to reflect this model [4].

![MCNP5 model diagram](image)

Figure 2. MCNP5 model of assembly radial (left) and axial (right) sections.

We ran both the full core high-fidelity MCNP5 model and the TRIPEN model for comparison. To define the buffer region necessary to achieve an accurate solution, we will vary it from $\frac{1}{2}$ to
1½ assembly lengths as shown in Figure 3. Eliminating the buffer region is not an option in this case because of the lack of fuel in our region of interest, and thus the lack of a source for the MCNP5 kcode calculation. Furthermore, in only the ½-assembly length buffer region case are there 6 albedo boundary conditions. Due to the proximity of the region of interest the edge of the core, there are 2 partial albedo boundaries in the 1-assembly buffer region case and only 3 albedo boundaries in the 1½-assembly buffer region case. Note also that 1 ½ assembly lengths showed good results in the previous study [1] and it is expected that this large a buffer region should not be needed [5].

![Figure 3. MCNP5 buffer regions around the assembly of interest: Half-ring (left), full ring (middle), and 1.5 rings (right). Boundaries defined as albedo emphasized. All other boundaries are vacuum.](image)

The triangular geometry of TRIPEN divides each hexagonal fuel element into 6 pieces and divides the surfaces into pieces the side length of an assembly. Because of this, multiple albedos are obtained for each albedo boundary. These are not defined separately in MCNP5, but are averaged into one albedo boundary condition for each of the 26 energy groups for each parallel albedo boundary. Surface definitions in MCNP5 make implementing otherwise difficult. The MCNP5 flux tallies are adjusted to reflect the triangular mesh of TRIPEN for an apples-to-apples comparison as shown in Figure 3.

**Results**

First, we compare the overall flux values within each of the six triangular sections in within the region of interest. Table 1 gives the values and percent error from the full core MCNP5 model for each of these regions. Errors in the 1½-assembly buffer region case are on the same order as (or 2-3 times larger than) the statistical uncertainty of the MCNP5 flux tallies.
Table 1. The normalized flux distribution (% deviation from the full core model) for the six sections.

<table>
<thead>
<tr>
<th>Section</th>
<th>TRIPEN</th>
<th>Full Core</th>
<th>Multiscale Buffer Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1½ assemblies</td>
</tr>
<tr>
<td>SW</td>
<td>0.137</td>
<td>0.138</td>
<td>0.137</td>
</tr>
<tr>
<td>NW</td>
<td>0.113</td>
<td>0.112</td>
<td>0.112</td>
</tr>
<tr>
<td>N</td>
<td>0.135</td>
<td>0.134</td>
<td>0.134</td>
</tr>
<tr>
<td>NE</td>
<td>0.192</td>
<td>0.191</td>
<td>0.190</td>
</tr>
<tr>
<td>SE</td>
<td>0.227</td>
<td>0.228</td>
<td>0.228</td>
</tr>
<tr>
<td>S</td>
<td>0.196</td>
<td>0.198</td>
<td>0.198</td>
</tr>
</tbody>
</table>

Table 1 shows the trend of increasing the buffer region to increase the accuracy of the solution. The ½-assembly buffer region case does not provide the necessary accuracy. The results for the 1½-assembly buffer region case agree very well with the full core results, and the 1-assembly buffer region case also agrees well.

To investigate where the ½-assembly falls short of accurately describing the flux distribution, we compare the energy spectra of the five cases in Figure 4. We focus on the triangular regions furthest and closest to the core center, or adjacent to the outer reflector and fuel, respectively. The other triangular regions have similar spectra, thus, showing them would be redundant. These two triangular regions have the highest deviation for the ½-assembly case model and their spectra are the most telling.
Figure 4. The spectra of the triangular section closest to the reflector (top) and fuel (bottom). On a plot of this scale the full core spectrum is indistinguishable from the 1.5-assembly buffer region spectrum.

Regardless of the size of the buffer region, the shape of the thermal spectrum is approximated well. It is possible that the low-order approximation is able to regain the high-order information by slowing down in energy. This is likely aided by the fact that neutrons cannot scatter to near-zero energies in a collision with carbon as easily in comparison to a collision with a hydrogen nucleus.
Upon inspection of the epithermal and fission energy area of the spectrum, it is evident why the ½-assembly buffer region case is inaccurate. For the region closest to the fuel, the fast and thermal fluxes are approximated well, but the epithermal flux is underestimated. For the region closest to the reflector, both the fast and epithermal fluxes are underestimated. This trend is evident on the other four assemblies not shown. The 1½-assembly buffer region case is very accurate and matches the full-core MCNP5 calculated flux. The 1-assembly buffer region case falls very close to the 1½-assembly case, performing well at approximating the flux spectrum. This supports our hypothesis that we will need a smaller buffer region than the pin-power case to approximate the flux in the region of interest well.

This study has been limited by the information provided about the HTTR [4] and can easily be extended to other areas of interest within the core, as well as using albedos on axial boundary conditions or obtaining axial flux distributions using radial-bounding albedos.
Chapter 5  Summary, Conclusion, and Recommendations for Future Work

This report summarized the work performed in the project “Multi-Scale Multi-physics Methods Development for the Calculation of Hot-Spots in the NGNP”. The first phase of the work investigated fundamental issues in multiscale neutronics in order to accurately describe the interface between higher order multigroup neutron transport and the lower order few neutron diffusion theory, which is used in standard NGNP safety calculations. Because a higher order non-orthogonal deterministic transport method was not available, this work was first performed in Cartesian geometry and the results were then later applied to the general geometry of the NGNP using Monte Carlo methods. The next phase of the work was to develop the multiphysics methods which provided the framework for the application of the work to practical NGNP reactor analysis. Specifically, the theory and methods implemented in the network flow, high temperature gas reactor dynamics code AGREE was described, to include the development of higher order Computational Fluids Dynamics and Heat Transfer models for the simulation of local fluids and heat transfer in the HTR fuel block. The final phase of the work was to develop and implement the multiscale neutronics methods for non-orthogonal geometries of the prismatic NGNP. Specifically, the methods were discussed in which Monte Carlo methods are used to predict of the local pin power based on the deterministic nodal solution in the PARCS code.

Based on the research performed here it is possible to more accurately predict the local hot spots in a prismatic HTR. Future work will be to automate these methods within the framework of AGREE/PARCS code system and to apply the methods to actual power reactor conditions such as the OECD MHTGR benchmark.
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